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Abstract—In deep space missions, large-scale deep space in-
formation and continuous sensory data are generated, processed,
and exchanged over Internet of deep space things (IoDST).
Ensuring reliable communication in IoDST requires resolution
of challenges engendered by the unique characteristics of IoDST,
including long propagation delays, link outages, high error rates,
and asymmetric bandwidths. Thus, transmission control protocol
(TCP) layer functionalities are crucial for ensuring reliable
IoDST communications. However, existing TCP congestion con-
trol (CC) protocols present poor performance in IoDST commu-
nications, owing to the dependence of traditional window-based
CC approaches on pre-configured rules to adjust transmission
rate against the aforementioned unique characteristics. In this pa-
per, we propose an intelligent CC scheme called optimistic actor—
critic-based TCP congestion control (OAC-TCPCC) to solve the
problems of the challenging link conditions in IoDST. OAC-
TCPCC dynamically determines optimal congestion window for
data transmission over IoDST communication links to maximize
the TCP throughput performance and minimize file transfer
time. Simulation results reveal that OAC-TCPCC improves the
TCP throughput performance by up to 27%, 79%, 92%, 477 %,
643%, and 766%; and reduces file transfer time by up to 16%,
37%, 50%, 48%, 58%, and 79%, compared to DRL-CC, TP-
Planet, FAST TCP, TCP Peach, TCP BBR, and TCP CUBIC,
respectively.

Index Terms—Internet of Deep Space Things, transmission
control protocol, congestion control, deep reinforcement learning,
optimistic actor—critic

I. INTRODUCTION

VER the past two decades, advances in space tech-

nologies have enabled the realization of deep space
exploration missions, such as the Mars exploration mission.
These missions produce large volumes of continuous scientific
data related to the outer space. The reliable transmission of
the big data of such origin over deep space links between
planets, spacecrafts, and crewed vehicles requires advanced
communication technologies [1]-[3]. Based on future expan-
sion, the Internet of deep space things (IoDST) is envisioned
to provide reliable communication services to future deep
space exploration missions. Fig. 1 illustrates an [oDST system
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comprising three networks: interplanetary backhaul, plane-
tary inter-spacecraft network, and planetary network [4], [5].
In particular, the interplanetary backhaul network comprises
communication links (direct or multihop links) between the
Earth and outer-space planets. The planetary inter-spacecraft
network consists of communication links between spacecrafts
orbiting around the planets and providing relay services be-
tween the Earth and outer-space planets. Finally, the planetary
network provides communication links between planetary sur-
face entities, such as landing vehicles and rovers. Among the
three aforementioned architectural components, interplanetary
backhaul network is characterized by extremely long and
variable propagation delays (e.g., ranging between 8.5 min
and 40 min based on the orbital positions of the planets with
respect to the Mars-to-Earth communication network) [6]. It
is also associated with high link error rates, link outages due
to orbital obscuration with the loss of line-of-sight, and band-
width asymmetry in the forward and reverse channels. This
network imposes the most challenging problems in achieving
reliable data transmission.

Transmission control protocol (TCP) layer functionalities
play important roles in ensuring reliable data transmission
across an end-to-end connection [2], [3]. To this end, some
congestion control (CC) mechanisms were designed as a fun-
damental principle of TCP that maintain a congestion window
(CW) to control the data sending rate over deep space links [5],
[7]-[10]. Starting with Akan et al. a rate-based additive-
increase multiplicative-decrease (AIMD) CC was designed
to improve throughput for planetary networks [5]. Following
that, Grieco et al. proposed an adaptive rate-based CC to
improve the goodput over planetary paths [7], [8]. Later,
Psaras et al. proposed a deep-space transport protocol (DS-
TP) that employs double automatic re-transmission (DAR)
technique [9] for redundant data transmission. Afterwards,
Papastergiou et al. proposed a delay- tolerant transport pro-
tocol (DTTP), which uses the features of both a delay-tolerant
network and the DS-TP technique to improve reliability of
data transfer [10]. However, the CC approaches in these
studies [5], [7]-[10] were based on pre-configured rules to
adjust the transmission rate and are far from optimal i.e., they
have unresolved issues such as insufficient usage of available
bandwidth, inadaptable to dynamic network situations, and
compromising on one or more performance metrics.

It can be concluded from the aforementioned analysis
that the TCP performance can be improved if the TCP can
learn from past experiences based on the observed values of
congestion-related metrics, such as throughput and round-trip
time (RTT), during previous interactions with link character-
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Fig. 1: Architecture of Internet of deep space things (IoDST) system.

istics [11]. There exist learning-based solutions using rein-
forcement learning (RL) [12], [13] and deep RL (DRL) [14]-
[20] for improving the TCP performance in wireless terres-
trial networks. However, these CC approaches for wireless
terrestrial networks cannot be applied to the interplanetary
backhaul network owing to the abovementioned distinctive
features of its links in IoDST systems. Furthermore, studies
based on a deep Q-network (DQN) [14], [15] are constrained
to only provide discrete control, and continuous control on the
problem cannot be trivially extended. In contrast, the existing
actor—critic based-DRL methods in continuous control tasks
[16]-[20] are limited by their poor sample efficiency, which
makes the deployment of these algorithms costly in systems
for which obtaining samples is expensive [21], particularly
in IoDST systems in which the knowledge of the age of
information is essential. [21] addressed the inefficiencies of
existing actor—critic methods and introduced an optimistic
actor—critic-based DRL (OAC-DRL) method, which improves
samples efficiency of the policy gradient methods by applying
the principle of optimism [22]. OAC-DRL samples actions
using exploration policy which increases chances of executing
more informative actions and trades off between maximizing
an upper confidence bound to the critic and constraining
the maximum Kullback—Leibler (KL) divergence between the
exploration policy and the target policy, which ensures the
stability of updates.

In this paper, we focus on the CC problem in IoDST
communication and utilize an OAC-DRL method to design
an intelligent CC scheme called OAC-TCPCC. OAC-TCPCC
determines optimal CW policy for data transmission in in-
terplanetary backhaul networks in IoDST communication to
maximize the TCP throughput performance and minimize
delay. Our simulation experiments in Section VI show that the
proposed OAC-TCPCC scheme outperforms existing window-
based CC schemes in terms of throughput, file transfer time,
and fairness. Summarizing the primary contributions of this
study are as follows:

o First, we formulate the TCPCC problem for the interplan-

etary backhaul network links in an IoDST communication
as a RL problem.

e Second, we establish an actor—critic RL algorithm for
TCPCC in [IoDST communication to optimize the TCP
throughput performance. In particular, we propose an
OAC-TCPCC algorithm to search for the optimal pol-
icy function for the formulated RL problem comprising
continuous state and action spaces. This is because of
its distinctive capability of providing efficient exploration
in challenging environments, such as IoDST commu-
nication, where obtaining samples for evaluating link
conditions is critical.

e Third, it is verified that the proposed OAC-TCPCC
scheme improves the TCP performance by automati-
cally identifying the optimal CW policy to achieve high
throughput performance and reduce delays and segment
loss rates.

o Fourth, a simulation is conducted using NS-3 and Py-
Torch to ensure the validity and accuracy of the results.
Compared to DRL-CC [17], TP-Planet [5], FAST TCP
[23], TCP Peach [24], TCP BBR [25], and TCP CUBIC
[26], the proposed algorithm increases throughput perfor-
mance by up to approximately 27%, 79%, 92%, 477%,
643%, and 766%, respectively, and reduces file transfer
time by up to approximately 16%, 37%, 50%, 48% and
58%, and 79%, respectively.

To the best of our knowledge, this study is the first effort
to exploit the optimistic actor—critic-based advanced deep
reinforcement learning (OAC-DRL) algorithm to maximize the
TCP throughput performance and minimize file transfer time
in an interplanetary backhaul network in IoDST communica-
tion.

The remainder of this paper is organized as follows. In
Section II, we present an overview of the related studies.
The problem statement and the RL-based problem formulation
are described in Sections III and IV, respectively. Section V
describes the fundamental concepts of DRL and presents our
OAC-TCPCC algorithm for the IoDST communication. The



details of the implementation and performance evaluation are
presented in Section VI. Finally, the paper is concluded and
future research directions are given in Section VIIL

II. RELATED WORK

CC, a fundamental problem in TCP, has been extensively
studied in the context of both wired [27] and wireless net-
works [28]. However, these approaches cannot be directly
applied to interplanetary backhaul links owing to the extremely
high propagation delay, random link errors, and the other
above-mentioned characteristics of the problem [6], [29]. Over
the years, many transport protocols have also been devel-
oped for high-speed links [26] and satellite links, which are
also characterized by high bandwidth-delay products (BDP)
and random link errors [23]-[25]. For instance, Ha et al
adopted a cubic function to adjust the CW by searching for
spare bandwidth aggressively to achieve high throughput and
fairness. Akyildiz et al. proposed TCP-Peach [24], which
is based on the use of dummy segments to improve the
goodput performance and fairness in satellite networks. Wei
et al. proposed FAST TCP [23], that addressed CC at large
window sizes for high-speed long-latency networks. Cardwell
et al. developed a novel bottleneck bandwidth round-trip
propagation time (BBR) CC [25] that periodically estimates
the available bandwidth and minimum RTT on the link and
regulates CW size to approach an associated optimal operating
point (i.e., Kleinrocks’ optimal point [30]). However, the CC
approaches in these studies [23]-[26] are limited to be applied
to high BDP links in which the RTTs are much shorter and
the bit error rates are much lower than interplanetary backhaul
networks in the IoDST. In addition, frequent link outages and
asymmetrical bandwidth problems in interplanetary backhaul
links are so complex that achieving an effective control on
CW adjustment is unrealistic; hence, they cannot be applied
to the interplanetary backhaul links in the IoDST.

A. TCP Congestion Control Methods for loDST

To overcome the fundamental limitations of TCP over
planetary paths, Akan et al. proposed a rate-based AIMD
CC mechanism, whose parameters were tuned by considering
the connection RTT [5]. It exploits low- (Nj,,) and high-
priority (Npign) NIX segments to obtain congestion decision
support by comparing the acknowledgements (ACKs) of these
segments. The CC is determined by considering the ratio,
® = Niow/Nhigh.- When ¢ is less than a decrease threshold
(¢q), the CW decreases multiplicatively. When ¢4 < ¢ < ¢,
where ¢; is the increase threshold, the CW remains unchanged,
and when ¢ > ¢; the CW increases additively. However, the
transmission of low-priority NIX segments leads to commu-
nication overhead on the interplanetary links. Additionally,
low-priority segments discard capability is required at the
intermediate routers [5]. Grieco et al. proposed an adaptive
rate control algorithm to improve the utilization of planetary
links as a rate-based version of classic TCP CC. Specifically,
the algorithm uses a probing phase aimed at utilizing the
network available bandwidth and a shrinking phase that helps
reduce the input rate in the presence of congestion [7], [8].

However, these approaches [7], [8] do not consider that the
received information about the link conditions is old owing to
the long RTTs of the connection and the CC based on such
past information may not be an appropriate action.

To address the random packet losses due to high bit error
rates and the intermittent connectivity due to link outages,
Psaras et al. proposed a deep-space transport protocol (DS-TP)
employing the double automatic re-transmission technique,
which sends each segment twice, importing some delay be-
tween the original transmission and the re-transmission. It
helps to recover lost segments with the re-transmission of
original segment. However, transmitting each segment twice is
inefficient for bandwidth utilization [9]. In contrast, a delay-
tolerant transport protocol (DTTP), which uses the features of
both a delay-tolerant network and the DS-TP technique, adds
redundancy to time-sensitive segments and, hence, enhances
the reliability of data transfer at the cost of the bandwidth
[10]. Another contribution to CC schemes suited for delay-
tolerant networks was made by Bureleigh et al., who used
the bundling approach and a custody-based store-and-forward
mechanism [31], [32]. Even though this approach achieves
reliable transport over intermittent links, a specifically tailored
transport protocol is required for high-performance bundle
transport for the interplanetary backhaul network.

The CC approaches in these studies [5], [7]-[10], [31], [32]
were based on pre-configured rules to adjust the transmission
rate in challenging and complex [oDST communication sce-
narios; hence, they failed to characterize the network dynamics
and throughput performance.

B. DRL-based TCP Congestion Control Methods

In contrast, learning-based methods such as RL and DRL
schemes were recently introduced to solve CC problem in
wireless terrestrial networks [12]—[20]. For instance, Winstein
et al. proposed TCP Remy [12], an offline training mechanism
to find optimal mappings from observed network conditions
to predefined CC rules. However, TCP Remy works well at
the cost of prior assumptions about the network and traffic
models. Li et al. proposed a Q-learning framework called
QTCP [13], that enables senders to derive CC policies in an
online manner. Xiao et al. proposed TCP-Drinc [14], which
utilizes one DQN agent for each TCP flow to control its
CW. However, when there are multiple TCP flows, TCP-
Drinc requires high computing resources. Cui et al. proposed
a DQN-based CC scheme to predict the BDP of link for
the periodic network fluctuation in the high-speed railway
(HSR) scenario [15]. On the other hand, Xu er al. proposed a
cross-layer knowledge (i.e., RSRP), aided CC scheme in the
HSR scenario [16]. The proposed scheme is based on deep
recurrent deterministic policy gradient (DRDPG) to distinguish
between the negative effects caused by congestion and those
caused by handover. Xu ef al. proposed DRL-CC on multi-
path TCP (MPTCP) [17]. However, the reward applied in
DRL-CC only considers throughput, which might be harmful
in some scenarios with low bottleneck bandwidth. Chen et
al. introduced DRL for CC with radio access network (RAN)
information and reward redistribution called DRL-3R [18] that



predicts the current RAN information to avoid RAN-induced
congestion and incorporates reward redistribution to improve
network performance. Li et al. proposed TCP NeuRal adaptive
with online changepoint detection (NeuRoc) that adopts an
online changepoint detection method to monitor the network
situation and uses DRL to update the CC decision. In the
beginning, TCP-NeuRoc performs like bottleneck bandwidth
round-trip propagation time (BBR [25]), and then moves to
the well-trained policy network [19]. Abbasloo et al. proposed
a plug-in-based approach called DeepCC [20], that stands on
top on throughput-oriented TCP schemes to improve the delay
performance of it, and learns to trade a bit of throughput to
control delay and achieve application’s desired delay perfor-
mance in cellular networks.

However, the CC approaches in these studies [12]-[20]
cannot be applied to the interplanetary backhaul networks in
an IoDST communication due to the following reasons. First,
these approaches were designed for the wireless terrestrial
networks and could not capture the distinctive features of
the interplanetary backhaul network in an IoDST communi-
cation. Second, the CW update is ineffective for adapting to
interplanetary backhaul networks in IoDST communication,
which may demand a more severe CW increase. However,
the existing DRL-based CC, proposed for the wireless ter-
restrial networks, may require a conservative CW increase.
Third, existing actor—critic based-DRL methods for TCP CC
are limited by their inefficient exploration, which makes the
deployment of these CC approaches costly in IoDST com-
munication. In contrast to these prior works [12]-[20], we
consider unique characteristics of the interplanetary backhaul
networks in IoDST communication and employ OAC-DRL
method, which achieves efficient exploration in challenging
environments, to design an intelligent CC scheme for data
transmission in IoDST communication.

III. PROBLEM STATEMENT
A. Analysis of Scenario

Fig. 2 illustrates the network scenario considered for the
TCPCC problem in the interplanetary backhaul network in
IoDST communication. At the core of the mission spacecrafts
for other planets and the ground stations at the Earth, planetary
gateway spacecrafts and relay spacecrafts are the networking
entities providing seamless communication services across
the solar system. The IoDST communication requires the
reliable transmission of critical mission data over the inter-
planetary backhaul links. However, these links characterized
by extremely long and variable propagation delays, high bit
error rates, blackout conditions, and bandwidth asymmetry
impose the most challenging problems in achieving reliable
data transmission. We consider an interplanetary bottleneck
link with a capacity of 1 Mb/s and bit error rates on the order
of 10~ with a propagation delay of 8.5 to 40 min for the
Mars-Earth communication network [5]. The asymmetries in
the bandwidth capacities of the forward and reverse channels
are on the order of 1000:1 [6], where the forward channel
capacity corresponds to the data rate of the source whereas
the backward channel capacity corresponds to the data rate

Fig. 2: Network scenario of TCPCC in IoDST.

of the destination. An end host may simultaneously execute
more than one TCP connection for sharing an interplanetary
bottleneck link. First, the TCP source establishes a connection
with its destination, initiates data transmission, and receives
feedback from the destination in the form of ACKs, as
shown in Fig. 2. Subsequently, the TCP source adjusts its
transmission rate based on this feedback, which is determined
by the CC algorithm.

However, the TCP source does not know the link conditions
or have sufficient information about the congestion in the bot-
tleneck link before determining the CW. The existing TCP CC
approaches for interplanetary links initiate data transmission
using low data rates and adjust the transmission rate based
on static and predefined rules [5], [7]-[10]. However, these
approaches are slow to converge to the optimal transmission
rate and do not address the short TCP flows in interplanetary
backhaul links. For instance, spacecraft navigation services or
commands to in-situ nodes mostly feature short TCP flows
and may complete data transmission before CC algorithm can
have any effect. Thus, short flows suffer from unnecessarily
high number of RTTs due to the low throughput achieved.
For long TCP flows, adjusting the initial CW does not reduce
the RTTs sufficiently to considerably impact flows consisting
of hundreds or thousands of round trips. In addition, owing
to the extremely long propagation delay, a delayed feedback
about the link conditions is received by the TCP source.
Thus, a CC decision based on such delayed feedback may
lead to inappropriate actions on links with an extremely long
propagation delay. Moreover, the packet losses caused by
the blackout conditions due to the mobility of the planetary
bodies may also mislead the CC decision and affect the
corresponding performance of the CC mechanism. Therefore,
increasing the transmission rate and decreasing the number of
round trips are challenging tasks for both short and long TCP
flows, as they require an intelligent CC scheme to address the
challenging problems posed by the unique characteristics of
the interplanetary backhaul network in IoDST communication.

B. Feasible Approach

To improve the throughput performance on interplanetary
backhaul network links by addressing the challenges due to
the extremely long and variable propagation delays, high bit
error rates, and blackout conditions, we propose to use a
learning-based solution using a DRL algorithm for TCPCC.
This method is chosen owing to its capability to learn the
aforementioned challenges from past interactions with the
environment and make decisions without any prior knowledge



of the link conditions. In particular, we utilize an OAC-based
advanced DRL algorithm owing to its distinctive capability
of providing sample efficiency in challenging environments
[21], such as in the IoDST, where collecting data samples
to evaluate the link conditions is critical. The OAC-based
DRL agent deployed at the source for CC on the forward
channel optimizes the decision policy for CW modulation to
achieve high throughput performance. In contrast, to address
the bandwidth asymmetry challenge in interplanetary links and
control the traffic on the reverse channel, at the destination, de-
layed selective acknowledgement (SACK) CC is employed [5],
which maintains a delayed SACK count d and sends back one
SACK to the source for every ds data segments received. If
there is no segment loss, the destination continues delaying the
SACKs with a delayed SACK count d,. However, it sends a
new SACK with an updated block if a segment loss is detected.
Subsequently, the source retransmits only the missing data
segments.

IV. RL BASED PROBLEM FORMULATION

In this section, we present the formulation of the TCP CC
problem as an RL problem in which the objective of the
learning agent is to find the optimal decision policy of the CW
adjustment based on the challenging and unique interplanetary
backhaul link conditions and to maximize the throughput while
minimizing the packet loss rate and file transfer time. The
RL-based problem formulation involves the concepts of state,
action, and reward. From the perspective of the TCP source,
the state, action, and reward are defined as follows:

A. State Space

The state of a TCP flow ¢ at an epoch t is defined as
follows: s; = [cw}, tp, Iry, Artty,rtt;, Aackj_;,]. Here,
state parameters cwy, tpy, Iri, Ay, rity, and  Aacki_y
denote the CW, throughput, loss rate, average rate of the
change in the RTT, the RTT in epoch ¢, and the inter-arrival
time of the returning ACKs in epochs ¢t —1 and ¢, respectively;
cwf; denotes the size of the CW for the TCP flow, ¢, at epoch;
and t. tp! calculates the number of data segments transferred
successfully from the source to the destination per unit time.
The loss rate, lr,ﬁ, is defined as the ratio of the lost segments to
the number of transmitted segments, where the lost segments
are calculated by subtracting the number of ACKs received
from the total number of transmitted segments. Furthermore,
A,4yi denotes the average rate-of-change in the RTT; rtti cor-
responds to the interval of the RTT, and Aack;_, ; denotes the
inter-arrival time of the returning consecutive ACKs measured
at the source at epochs ¢t —1 and ¢. The above-mentioned state
parameters are selected to capture the challenging and unique
characteristics of interplanetary backhaul links. For instance,
the use of state variables rtti and Artt! captures the effects
of extremely long and variable propagation delays because
measuring the variation in the extremely long RTT accurately
may lead to accurate CC behavior. Furthermore, [r! is used to
capture high link errors in the interplanetary backhaul links.
Aackz_ljt captures frequent link outages and intermittent link
connectivity in the connection path between the source and
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Fig. 3: Schematic of RL for TCPCC in 1oDST.

the destination. A small time difference between the returning
ACKs implies a high constant rate of the traffic in the
connection path. However, the effects of the above-mentioned
challenges on the throughput performance can be captured
from tpi. Because an end host may simultaneously execute
more than one TCP flows, the system state can be defined as
s¢ = [sf,...,84,...,sN], where N denotes the total number
of TCP flows being executed by an end host.

B. Action Space

An action a; is defined as a; = [a},...,al,...,al], where
al denotes the action performed on a TCP flow i and N
denotes the total number of TCP flows being executed on an
end host. The action, ai, specifies the change that needs to
be made to the CW of the TCP flow, ¢, at epoch t. The CW
is updated by increasing, decreasing, or retaining its rate of
transmission.

C. Reward Function

The reward function yields the network utility of a TCP flow
i. Our objective for the reward function is to determine the
optimal decision policy for the CW to fully utilize the end-to-
end bandwidth without causing network congestion. Thus, we
design our reward function based on the bandwidth utilization
and the effects of network congestion on the connection path.
In this regard, we select the throughput metric to estimate the
bandwidth used by a TCP flow <. Moreover, the RTT value and
packet loss rate are used to capture the effects of congestion on
the connection path. The reward function is defined as follows:

N
Ry = log(tp) —log (Ir) — log (RTT), (1)
i=1

where tp denotes the throughput of a TCP flow i, Ir denotes
the number of lost segments, RT"T is the interval of the RTT
between the source and the destination, and the log(+) function
ensures that each TCP flow shares a reasonable proportion
of the network resources. The first term, log (¢p), aims to
maximize the throughput while ensuring that the bandwidth
of the bottleneck link is reasonably shared among the TCP
flows. Because interplanetary backhaul links are characterized
by high link errors and long propagation delays, the second
term, log (Ir), tends to minimize the packet loss rate and



the third term, log (RT'T"), aims to minimize the propagation
delays while keeping the RTTs of different flows close to
the maximum extent. The reward function incentivizes each
TCP flow ¢ to maximize the throughput performance while
minimizing both the packet loss rate and RTT.

As shown in Fig. 3, in each decision epoch ¢, the agent
receives some representation of the state of the IoDST en-
vironment, based on which it selects an action for the CW
modulation of a TCP flow 7. Network utility is calculated and
used as a reward signal to optimize the decision policy during
the next epoch, and the learning agent continues to explore the
optimal policy by performing sequential actions (varying the
CW) on the feedback received to achieve its desired objective.

V. DEEP REINFORCEMENT LEARNING-BASED
CONGESTION CONTROL

In this section, we briefly introduce DRL followed by the
OAC-based DRL framework for TCPCC to determine the
optimal CW decision policy in the IoDST communication.

A. Deep Reinforcement Learning Approach

In an RL problem, a learning agent interacts with its
environment over discrete decision epochs t; € T, where 7 =
{t1,t2,...,t,}. During each decision epoch t;, the RL agent
receives the information of a state of the environment, s¢, € S,
from the state space, S = {s¢,, St,,- - ., St, }, and performs an
action a;, € A, where A = {ay,,a,,...,as, ;. Subsequently,
the RL agent receives a numerical reward 7, € R, where
R={ry,r4,,...,74,}, and enters a new state. The RL agent
aims to find a policy 7(s;) to map each state to a deterministic
action, thereby maximizing its discounted cumulative reward

T

Rt = Z’YtT(St>at)7 (2)

t=1

where v € [0, 1] denotes a factor that discounts future rewards
[33]. A deep version of RL [34] called DQN uses a deep neural
network (DNN) as a function approximator, which accepts
the state—action pair, (s¢,a:), as the input and outputs the
corresponding Q-value, (s, at), given by

Q(St,at) = E[Rt‘shat]y 3)

where E[-] is an expectation, and the action is derived by
applying the following commonly used greedy policy:

m(s¢) = arg max Q(s¢, ay)- )

at

The target value, y;, is calculated using the Bellman equation
based on the parameters of target network

ye = r(s¢,2¢) + Vma?w(stH)Q,(StH’W(5t+1)|9Q ), (9

where 69 is the parameter of the target network used to com-
pute the target. Then, the DQN can be trained by minimizing
the loss, L(69), where

L(69) = E[y, — Q(s1,2,69)]°. (6)

Although DQN solves problems with high-dimensional state
spaces [34], it is constrained to achieve discrete control on
low-dimensional action spaces, and continuous control cannot
be trivially extended [35]. A common approach to realize
continuous control in RL that can operate over continuous state
and action spaces is based on the policy gradient method [35]-
[37]. In this context, the authors of [35] introduced the actor—
critic method, which leverages both a DNN and the determin-
istic policy gradient [38] to ensure continuous control in RL.
However, the existing actor—critic algorithms for continuous
control are limited by their poor sample efficiency. In [21], two
phenomena that prevent efficient exploration in actor—critic
algorithms were identified: (1) pessimistic underexploration
and (2) directional uninformedness. The former relies on the
lower bound approximation of the critic and greedy actor
update; thus, informative and useful actions that may improve
the estimation of the critic are not explored. In comparison,
the latter phenomenon comprises the use of Gaussian policies
to sample actions with equal probability in opposite direc-
tions from the current mean. However, exploration in both
directions is inefficient because portions of the action space
corresponding to high densities of the past policies are already
been explored. Nevertheless, an efficient exploration requires
sampling actions along certain direction.

B. OAC-based DRL for TCP CC

To address the aforementioned problems of the existing
actor—critic algorithms, [21] introduced an OAC approach
based on the principle of optimism during uncertainty [22].
The OAC approach approximates both the upper and lower
confidence bounds on the state—action value function to per-
form directed exploration using the upper bound while still
using the lower bound to avoid effects of overestimation.
Hence, we leveraged the OAC algorithm for TCPCC on
the interplanetary backhaul links in an IoDST network. The
proposed OAC-TCPCC framework on interplanetary backhaul
links (OAC-TCPCC) is depicted in Fig. 4. OAC-TCPCC is
implemented using an online DRL algorithm that observes
the environment state, takes an action, obtains the reward, and
updates the model parameters accordingly. The OAC maintains
two DNN functions simultaneously: (1) parameterized primary
network function and (2) parameterized target network func-
tion. The former is used to derive an action corresponding
to the current state using the policy, my(s,/6™), and the Q-
value, Q(s¢,a4|0%). In contrast, the latter function is used to
evaluate the Q-value /corresponding to the target state—action
pair, Q(s¢11,a:4+1|0% ). Experience replay is used to collect
and store the state transition samples into a replay buffer and
update the DNN using a mini-batch sampled from the replay
buffer, instead of using immediately collected observation
sequences. The exploration policy, 7y, used by the primary
network is different from the target policy, 7¢, derived by the
target network, and is used only to sample the actions from the
environment. The exploration policy, 7y, maximizes the upper
confidence bound of Q™ each time the agent enters a new state,
which increases the probability of exploring and executing



Loss Function

0% =V, || QLp(si-1,a/6%) — R(si1,0;) — ymin(QL (st a1 || 6%),

R¢

Qs(sin,m(se) || 0%)

, - -
Q2 p(se,aui1 || 69))13 Qi (se41,7(s041) |
R ' 1
2 =
Al CEE g ® Actor parameter Update Critic Parameter Update
VeJ3,, = B7 VeQrs(st, fo(s,er)) +a — Vologfy (st e 2 % o o+ a- 7-)0"' 0% 6% 1 (1 7)6°
£ 6% « 70% + (1 - 7)0%
°© x
l Primary Network T H l« Target Network l
Actor - Critic Actoriii 2l (, Critic
~ ) Action 4 \ () Action .
0, ~ > .
% 1) §>o g o =nten1) | S50

St a
a Il,t

T St+1

St+1 5 A+

St St
S7a1,r'1,S2
<sars'> 52,822,853
Environment 53,a3,/3,54

Experience Replay Buffer

Fig. 4: OAC-TCPCC framework.

informative actions. The exploration policy, 7y = N (fy, Xy )s
is defined as follows [21]:

argmax
XK LN (p,x) N (7 x7)) <6

Hops Xop = Tpamn (1:x)[Qu B (s,a)]3

(7
where 11y, is the mean and x, is the variance of the Gaussian
exploration policy. The KL constraint allows to preserve the
stability of learning by ensuring that the exploration pol-
icy, my, remains close to the target policy, m¢. In addition,
Qus(s,a) is the approximate upper bound used by the OAC.
The mean, piy, of the exploration policy, 7y, is defined as
follows:

V26 .

oy = ¢+ = -X¢ [va QUB(Saa’)]CL:M 5
| 1V Qua(s, a)lampc lIx ‘

®)

where x, = Xx¢ and p¢ denotes the mean of the target

policy, m¢, and ¢ denotes the hyperparameter that controls the
maximum permissible KL divergence between 7y, and 7;. The
term /26, affects the average performance of the OAC trained
on T decision epochs, and the term [V, Qup(s, a)la=p,
computes the gradient of the upper bound, Qu (s, a). The
approximate upper bound, Qup(s,a), of my is defined as
follows:

Qus(s,a) =a" |V.Qus(s,a) + K, &)

a=pT

where VGQUAB(s,a) is the gradient of the upper bound,
Qua(s,a). Qur(s,a) = pg(s,a) + Bupog(s,a), where
1o (s,a) and Bypog(s,a) are the mean and standard de-
viation based on the bootstraps of the critic, respectively,
Bup € RT controls the level of optimism, and « is a constant.

The exploratory policy, 7, introduced in (7) balances the
maximization of the approximate upper bound, Quz(s,a),
and constraining of the maximum permissible KL divergence
between the exploration policy, 7y, and the target policy, 7.

This balance preserves the stability of learning and ensures that
my remains within the action range in which the approximate
upper bound, Qup(s,a), is accurate. Although the OAC
employs an optimistic algorithm, it does not overestimate
because the actor and critic updates still follow the lower
bound approximation. Thus, the upper bound only influences
the critic indirectly by the distribution of the state—action pairs
in the experience replay buffer. The actor updates the policy
parameter, ¢, of m, to maximize the reward, J, by following
its gradient [21].

VoIQLn =% 07' VoQrLa(st, fo(s, 1))
+a — Vylog fo(si,et).

The OAC uses a reparameterization policy gradient in which
the random variable, ¢, is sampled from a standard multivariate
Gaussian distribution ¢ ~ N(0,1). The reparameterization
function, f, is defined to ensure that the probability density
of the random variable, f(s,¢), is identical to the density of
mc(a | s). The critic network is updated with two bootstraps
of the critic using the lower bound [21].

6Qi :@3@- QiLB(St—h at\eQi) —7(st-1,at)

= ymin(QLp(st, a109), QL p (51, ar41109)) |5 -

(1)

(10)

The target network parameters for the actor network, 91, and

the critic network, 092, are updated after each interval, T,
using the following equations:

09 70 + (1 - 1)0%, (12)

0% 199 4 (1—1)0%,

We formally present the proposed OAC-TCPCC for inter-
planetary backhaul links in IoDST in Algorithm 1. First, the
algorithm randomly initializes the primary actor network, 7(+),
and the primary critic network, Q(+), with parameters, 6™ and

(13)



Algorithm 1 OAC-TCPCC algorithm for interplanetary back-
haul network links in JoDST communication
1: Parameters: 6™, Q1 Q2
2: Randomly initialize primary actor 7(-) and critic network Q(-) with
parameters 07, Q1 9Q2 ,
3: Initialize target actor network 7w (+) and critic network Q (+) with

parameters 87 <— 67, 9Q1 — 09, 0Q2 + 092 and replay buffer
B+ ¢

4: Initialize replay buffer B with finite size of B

5: for episode n =1, ..., N do

6 Receive initial state s

7 Size of CW

8: Number of data segments transferred successfully divided by time

9 Number of lost segments

10 Average rate-of-change in RTT

11: Inter-arrival time of returning ACKs

12: RTT for time ¢

13: fort=12,..., T do

14: Derive action a; < mg(at|s¢) from (10)

15: Execute action ay

16: Observe reward r; and next state s¢41

17: Store transition experience B < B (s¢, at,7t, St+1)

18: Sample random mini-batch of B’ transitions

19: for each training step do

20: for i € {1,2} do A

21: update 0% with V@, 1Q% 5(st, at|09)
’

- (st4+1,a141]091),

(st,at) - v min(QlLB
2 Y12
Q% p(stv1,a04116092))|13

22: end for
23: update 6™ with VgJ&
P g QLB
24: 091 « 7091 4 (1 — 7)091;
’ ’
25: 092 « 7092 4 (1 — 7)092;
26: end for
27: end for
28: end for
29: end

@1, 9@ respectively. The target actor network, T (+), and the
target critic network, @ (-), share the same network structure
as the primary actor and crmc networks and are initialized

with parameters, 0” and 9Q1 ng respectively. The target
networks are used to improve the learning stability and are
gradually updated using the control parameter, 7. Because
the parameters of the actor and critic networks are initialized
randomly, our algorithm does not depend on the decision
policy derived by the actor network and performs sufficient
exploration using random transition samples to obtain the
necessary knowledge of positive and negative experiences
to finally learn the optimal policy. The OAC-TCPCC agent
receives the initial state of the network consisting of the
size of CW, number of data segments transferred successfully
divided by time, number of lost segments, average rate-of-
change in RTT, inter-arrival time of returning ACKs, and the
RTT for time t (lines 6-11), and the action for CC, e.g., the
change of CW of a TCP flow ¢, is derived from the actor
network using the exploration policy, mg(a:|s:) (line 14).
The exploration policy, 7g(a¢|s:) (line 14) is an optimistic
estimate for continuous control and is computed each time
the agent enters a new state. Since the change of CW has a
significant impact on throughput, a reward is received (line 16)
that aims to maximize the throughput while ensuring that the
bandwidth of the bottleneck link is reasonably shared among
the TCP flows. Because interplanetary backhaul links are

TABLE I: Simulation Parameters

Parameters Value
RTT 8.5 min—40 mins [5]
Bandwidth 1 Mbps [6]
Learning rate of actor, LRA 3e3
Learning rate of critic, LRC 3e—3
Reward discount factor, ~y 0.95
Replay buffer size, B 106
Mini-batch size, B’ 512
Number of hidden layers (both actor and 2

critic networks)

Number of neurons per hidden layer (both 256

actor and critic networks)

Activation function for hidden layer ReLU
Activation function for output layer Identity
Number of training episodes, N 2x10*
Number of time steps in each episode, T 5x103
Optimizer Adam Optimizer
Optimism level, Sy B 4.46 [21]
Delayed SACK factor, ds 5 [5]
Segment loss probability, p 10—5-10"1 [6]
Target transmission rate 100 KB [5]
Data segment size 1 KB
ACK size 40 B

Sink buffer size
Size of data file

100 segments
1 MB-200 MB [5]

characterized by high link errors and long propagation delays,
our reward function tends to minimize the packet loss rate and
the propagation delays while keeping the RTTs of different
flows close to the maximum extent. The experience replay
buffer stores the transition samples (line 17) and subsequently
randomly samples them into a mini-batch of B’ samples to
train the actor and critic networks. Finally, the primary critic
network is updated with two bootstraps of the critic using
the lower bound (line 21). The primary actor network is also
updated using a lower bound from the chain rule defined in
(10) (line 23), followed by the soft updates of the target actor
and critic networks (lines 24 and 25).

VI. NUMERICAL SIMULATIONS

To evaluate the performance of the proposed OAC-TCPCC
algorithm, we conducted extensive computer simulation ex-
periments. First, the simulation setup is described. Subse-
quently, convergence performance of the proposed algorithm
is discussed. Following that, the evaluation of the throughput
performance as a function of the RTT and the file size
for different values of segment loss probability is presented.
Finally, the proposed OAC-TCPCC algorithm is compared
with several existing CC algorithms in terms of the throughput,
file transfer time, and fairness.

A. Simulation Setup

We built an IoDST network model consisting of a planetary
gateway spacecraft orbiting around an outer space planet,



e.g., Mars, (considered as a source), and a planetary gateway
spacecraft orbiting around the Earth planet (considered as a
destination), respectively, as shown in Fig. 2. We developed
the proposed OAC-TCPCC algorithm using a more practi-
cal and realistic channel model, which is also reflected in
national aeronautics and space administration (NASA) space
communications [39]-[41] and has been implemented in net-
work simulator (NS-3) [42] and PyTorch with Python 3.8 on
Ubuntu 20.04 LTS. The simulations were implemented on
a PC powered by Intel(R) Core(TM) i7-10700F CPU with
frequency 2.9 GHz and RAM 32 GB. The graphics card was
NVIDIA GeForce RTX2070 SUPER with an 8-GB memory.
Prior to these simulation experiments, we constructed fully
connected DNNs for the parameterized primary network and
the parameterized target network with two hidden layers for
each network, and the number of neurons in the corresponding
layers were set to [256, 256] and [256, 256], respectively.
We used the Identity function as the activation function for
the output layer of the actors and the ReLU function as
the activation function of all the hidden layers. We used the
experience reply memory and the reply buffer size and batch
size is set to 10° and 512, respectively. The maximum number
of training episodes and the time steps per episode are set to
2x10%* and 5x103. The learning rates for primary actor network
(LRA) and critic network (LRC) are set to (LRA, LRC) =
Be — 3, 3e — 3), Be — 4, 3e — 3), and (3e — 4, 3e — 4).
The reward discount factor, =, is set to v = 0.95, v = 0.85,
and v = 0.5. The OAC-TCPCC simulation experiments were
conducted with respect to the transmission of files of varying
sizes between 1 MB and 200 MB on very short (8.5-min),
long (20-min), and very long (40-min) RTT links. The source
and destination are connected through 1 Mbps link, which is
assumed to have a packet loss probability, p, of 10~°~1071.
The target transmission rate of the OAC-TCPCC source is
assumed to be 100 KB for data segments of size 1 KB. The
delayed SACK factor is set to be 5 packets for ACK packets
of size 40 KB. The simulation parameters are based on the
studies in [5], [6] [21]. The key parameters of the simulations
are summarized in Table I.

Our proposed OAC-TCPCC algorithm is compared with six
baseline CC schemes, detailed as follows:

e TP-Planet: A transport protocol for data traffic in inter-
planetary Internet that is based on a rate-based AIMD CC
to help avoid throughput degradation [5].

e TCP Peach: A CC scheme that is based on the use of
dummy segments for improving the goodput performance
in satellite networks [24].

e FAST TCP: A delay-based approach that addresses the
CC at large window sizes for high-speed long-latency
networks [23].

e TCP CUBIC: A CC scheme that modifies the linear CW
growth function of existing TCP protocols to be a cubic
function to improve the scalability of TCP over fast and
long distance networks [26].

e TCP BBR: It periodically estimates the available band-
width and minimal RTT and determines the CW to
approach Kleinrocks’s optimal operating point [25], [30].
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Fig. 5: Convergence performance of proposed algorithm with
different learning rates. (LRA: learning rate of actor; LRC:
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Fig. 6: Convergence performance of proposed algorithm with
different reward discount factor rates.

e DRL-CC: A DRL-based CC in multi-path TCP (MPTCP)
which aims to maximize overall utility (such as goodput
performance) [17].

B. Convergence Performance

Fig. 5 shows the convergence performance of our proposed
OAC-TCPCC algorithm with various learning rates (LRs)
of the primary actor and critic networks. The LR of the
actor (LRA) and LR of the critic (LRC) are used by the
Adam optimizer for updating weights #™ and 691, 692 of the
primary actor and critic networks, respectively. The number
of training episodes and training steps in each episode are N
= 20000 and T = 5000, respectively. Based on Fig. 5, the
average episode return (total reward) increases as the number
of training episodes increases until it becomes relatively stable
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and converges within a specific range. Moreover, the algorithm
converges at approximately 10000 episodes for the different
learning rates. This is because the OAC-TCPCC algorithm
conducts optimistic exploration by applying the principle of
optimism during uncertainty, which increases the probability
of executing more informative actions. The average episode
return achieved with (LRA, LRC) = (Be — 3, 3¢ — 3) is
significantly higher than those with (LRA, LRC) = (3e — 4,
3e — 3) and (LRA, LRC) = (3¢ — 4, 3e — 4). Therefore, we
select the training result with (LRA, LRC) = (3e — 3, 3e — 3)
for evaluating the remaining performance comparison of the
proposed OAC-TCPCC algorithm.

Fig. 6 shows the impact of the reward discount factor, v,
on the convergence performance of the proposed algorithm
for various values of the discount factor: v = 0.95, v =
0.85, and v = 0.5. A small value of the discount factor
indicates that the agent learns from the immediate and near
future rewards. In contrast, a large value of the discount
factor indicates that the agent focuses more on the long-term
reward. As shown in Fig. 6, the convergence performance
of the proposed algorithm improves, and the highest average
episode return is achieved with reward discount factor value ~y
= 0.95 because the learning agent considers more the reward
the next state will obtain. Therefore, we select v = 0.95
for evaluating the remaining performance comparisons of the

proposed algorithm.

C. Performance Evaluation

We save weights 7, and 69, §22 of the primary actor
and critic networks that provide the highest average return
for determining the optimal CW policy for TCPCC in IoDST
environments. To study the throughput performance of the pro-
posed OAC-TCPCC algorithm on the interplanetary backhaul
links, we conducted several simulation experiments by varying
the packet loss probability and file sizes. Fig. 7 shows the
average throughput performance of the proposed OAC-TCPCC
algorithm with varying RTTs and segment loss probabilities
ranging from 1075 to 1072 for the transmission of files of
various sizes. Fig. 7(a) shows that the throughput performance
is high when the RTT is short and the segment loss probability
is low, and it begins to decrease as the propagation delay
and segment loss probability increase. However, increase in
the file size improves the throughput performance, as shown
in Figs. 7(b) and 7(c). Based on Fig. 7(c), the throughput
performance increases up to 87.5 packets/s and approaches
the optimal transmission rate for the short RTT and a segment
loss probability of 10~ during the transmission of a 200-
MB file size. This is because the OAC-TCPCC algorithm
detects the changes in the IoDST network conditions during
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Fig. 9: Evolution of CW versus time with packet loss probability, p = 10~3 and RTT = 8.5 min for OAC-TCPCC algorithm

and existing CC algorithms.

the lifetimes of the flows and learns the appropriate CW policy
by maximizing the expected cumulative discounted reward.

Fig. 8 shows the average throughput performance of the
proposed algorithm with varying file sizes and segment loss
probabilities ranging from 1075 to 10~! for different RTTs.
From Fig. 8(a), short RTT links between pairs of IoDST
sources and destinations correspond to high throughput perfor-
mances for the transmission of files of various sizes. However,
as the file size increases, the throughput performance improves
because of the improved spectral efficiency. As illustrated
in Figs. 8(b) and 8(c), increase in the RTT degrades the
throughput performance for various segment loss probabilities
and file sizes. This decrease in the performance is primarily
caused by the adverse effects of high link errors on the links
with long propagation delays, as the TCP source retransmits
the lost segments on high error links.

D. Performance Comparison

We conducted simulation experiments considering various
simulation parameters and evaluated the performance of OAC-
TCPCC, as compared with other baseline schemes. Fig. 9
shows the comparison of change of CW size as a function of
time. Fig. 9(a) shows that TP-Planet increases the CW rapidly
by half the rate of our proposed OAC-TCPCC algorithm,
depicted in Fig. 9(c). However, TP-Planet cannot stably control
its CW rate. Our proposed OAC-TCPCC algorithm achieves
better CW stability than TP-Planet, as shown in Fig. 9(c).
Although, DRL-CC achieves CW stability compared with
other baselines. It also shows lower CW update performance
compared to OAC-TCPCC, as shown in Fig. 9(g). TCP-Peach
also captures the link resources rapidly. However, it is quite
inefficient in controlling its CW rate during the connection. In
contrast, FAST TCP, TCP BBR, and TCP CUBIC show very
poor performance on CW update in interplanetary backhaul
networks owing to their rule-based CC mechanism.

Fig. 10 illustrates throughput performance comparison with
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respect to different file sizes and a segment loss probability of
10~3 on different RTT links. For this evaluation, we varied
file sizes from 50 MB to 200 MB. As is apparent from
Fig. 10, TCP CUBIC shows very poor performance on the
interplanetary backhaul links. It achieves a throughput of only
8.5 packets/s even on short RTT links, as shown in Figs. 10(a).
The performance degradation increases with increasing file
sizes and RTT. This is because the interplanetary backhaul
links are characterized by high link error rates, and TCP
CUBIC increases CW using the concave profile of a cubic
function after a window reduction following a loss event. TCP
BBR also performs very poorly on interplanetary backhaul
links. It achieves a throughput of only 11 packets/s even for a
file size of 50 MB on short RTT links, as shown in Fig. 10(a).
As RTT increases, TCP BBR results in throughput degradation
as shown in Figs. 10(b) & 10(c). TCP Peach achieves a
throughput of 17 packets/s for a file size of 200 MB even on
short RTT links. However, as the RTT increases, TCP Peach
results in performance degradation, as shown in Figs. 10(b)
and 10(c). Although, TP-Planet improves throughput for the
transmission of large file size on short RTT links, Figs. 10(b)
and 10(c) present that the throughput performance decreases
with increasing RTT. However, this performance degradation
is not severe compared to that with TCP Peach, TCP BBR,

and TCP CUBIC. FAST TCP achieves higher throughput of
about 25% for small file size, e.g., 50. However, it increases
file transfer time by up to 75% under the same conditions (e.g.,
50 MB file size and 8.5 min RTT), as shown in Fig. 11(a).
In addition, FAST TCP decreases throughput performance
with increasing file sizes and long RTT links, as shown in
Figs. 10(b) & 10(c). This is because FAST TCP decreases CW
gradually and then rapidly as the delay increases. However,
the proposed OAC-TCPCC learns intelligent CC to maximize
throughput while minimizing file transfer time. It achieves a
considerably good throughput performance for both long and
short TCP flows on short, long, and very long RTT links. We
also calculate average reward for proposed OAC-TCPCC and
baseline CC approaches for different link RTTs and file sizes
with segment loss probability of 1073, The corresponding
results are shown in Table II. It can be observed from Table II
that the average reward of OAC-TCPCC outperforms other
baselines. In other words, OAC-TCPCC is more robust to
varying file sizes and link RTTs compared with baselines,
improving the throughput while reducing file transfer time.

We also compare the performance with a DRL-based CC
scheme called DRL-CC. As shown in Fig. 10, DRL-CC im-
proves throughput performance compared to traditional rule-



TABLE II: Average Reward of OAC-TCPCC and Baseline CC Schemes for Different Values of RTT and File Size

RTT File Size | TCP CUBIC FAST TCP TCP Peach TP-Planet TCP BBR DRL-CC OAC-TCPCC
(Best)
8.5 min 50 MB 3.154 10.5448 5.6642 8.0548 5.1054 9.2882 11.8254
100 MB 2.11584 10.8662 6.72 9.1885 5.1034 12.448 15.85
200 MB 2.0154 11.224 7.1411 9.4856 5.1062 12.6652 15.9422
20 min 50 MB 2.79384 9.88105 4.0235 4.6325 4.9822 8.49982 10.5432
100 MB 2.79054 9.998 4.1055 7.51465 4.984 9.4356 13.446
200 MB 2.79992 10.31 4.1307 10.54 4.9861 9.9205 14.8341
40 min 50 MB 2.5411 8.4358 3.9842 4.5882 3.9254 8.3054 10.4826
100 MB 2.50554 8.4934 3.983 5.69982 3919 9.2367 12.6481
200 MB 2.48 8.5105 3.984 8.6154 3.904 9.8443 14.5614

based approaches. This is attributed to the fact that DRL-
CC characterizes network features in dynamic environments.
However, the proposed OAC-TCPCC algorithm outperforms
existing CC algorithms by achieving highest throughput per-
formance of 66 packets/s, 54 packets/s, and 52 packets/s for
a file size of 200 MB on short, long, and very long RTT
links, as shown in Fig. 10(a)-10(c), respectively. In Fig. 10(c),
for the transmission of 200 MB file, OAC-TCPCC enhances
throughput performance by 766%, 643%, 477%, 92%, T9%,
and 27% compared to TCP CUBIC, TCP BBR, TCP Peach,
FAST TCP, TP-Planet, and DRL-CC, respectively. This is
attributed to the employment of an intelligent CC employing
an OAC-based DRL algorithm that achieves sample efficiency
in challenging IoDST environments where obtaining data
samples is critical.

Fig. 11 presents file transfer time of the proposed OAC-
TCPCC, DRL-CC, TP-Planet, TCP Peach, FAST TCP, TCP
BBR and TCP CUBIC on varying RTT links with respect to
different file sizes and a segment loss probability of 1073, As
shown in Fig. 11(a), the transfer of a file of size 200 MB
takes approximately 666 min on short RTT link (e.g., 8.5
min) using the proposed OAC-TCPCC algorithm. However,
it takes approximately 1,483 min, 1,383 min, and 1,333 min
using TCP CUBIC, FAST TCP, and TCP BBR respectively.
Although, TCP Peach, TP-Planet, and DRL-CC decrease file
transfer delay, the reductions are only 47%, 32%, and 11%,
respectively. Fig. 11(a) shows that OAC-TCPCC algorithm
outperforms by reducing the file transfer time by up to 55%,
51%, 50%, 47%, 32%, and 11% compared to TCP CUBIC,
FAST TCP, TCP BBR, TCP Peach, TP-Planet, and DRL-CC,
respectively. Figs. 11(b) and 11(c) depict file transfer time
comparison with respect to varying file sizes corresponding
to propagation delays of 20 min and 40 min, respectively.
An increase in the propagation delay increases file transfer
delay. In addition, the delay increases with the increase in file
size. As the file size is increased to 200 MB for transmission
on the link of 40 min long RTT, the proposed OAC-TCPCC
scheme realizes a delay reduction by up to approximately 79%,
58%, 50%, 48%, 37%, and 16% compared to TCP CUBIC,
TCP BBR, FAST TCP, TCP Peach, TP-Planet, and DRL-CC
respectively. We also compared the fairness between different
TCP flows for the proposed OAC-TCPCC algorithm and the

existing CC algorithms. Fig. 12 shows the Jain fairness index
as a function of the number of TCP flows when the bottleneck
capacity is 1 Mbps. Our proposed OAC-TCPCC algorithm
keeps a high fairness rate for bandwidth allocations to multiple
TCP flows. This is because we designed our reward function
to achieve a good trade-off between fair bandwidth allocations
and throughput.

VII. CONCLUSION AND FUTURE WORK

In an IoDST system, large volumes of real-time space-
related information and control data are generated, processed,
and exchanged by various spacecrafts over the interplane-
tary backhaul network. This paper presented the design and
evaluation of an intelligent CC employing an OAC-DRL
framework called OAC-TCPCC for the IoDST networks. Our
proposed OAC-TCPCC algorithm addresses the issue of the
low throughput performance of the existing TCP schemes
in interplanetary backhaul links owing to their inefficient
window-based CC mechanisms. OAC-TCPCC adjusts the CW
intelligently to address the highly variable network conditions
in IoDST environments, thereby mitigating the degradation in
the throughput performance. Simulation results demonstrate
that the proposed scheme outperforms existing inefficient
window-based CC schemes in terms of the throughput perfor-
mance as well as file transfer time and fairness improvement.

Despite the promising experimental results show that OAC-
TCPCC is capable of learning intelligent CC policies and
improves TCP throughput performance and reduces delay than
the state-of-the-art TCP CC approaches, we identified chal-
lenges of the OAC-TCPCC to be addressed in the future re-
search. For instance, OAC-TCPCC consists of several tunable
hyperparameters. Searching for the optimized hyperparameter
is a challenging task that requires future efforts to optimize
learning models with fewer hyperparameters [43]. Moreover,
DL frameworks such as meta-learning (ML) can be applied
to transfer knowledge among learning models and train the
model to deal with unseen scenarios [44], [45]. Although
OAC-TCPCC framework could also be adapted to applications
with similar challenges as IoDST networks (e.g., disruptive-
tolerant networks (DTNs), we will investigate the performance
of our proposed OAC-TCPCC approach against DTNs in our
future work. Furthermore, we will evaluate the performance of
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flows for OAC-TCPCC algorithm and existing CC algorithms.

the proposed OAC-TCPCC by performing emulated tests using
network emulator that would be capable of testing network
applications in deep space communications [46], [47].
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