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Abstract

As the cornerstone of IoT-based systems, WSN connecting a wide range of intelligent sensor nodes is expected to
bring significant changes in the near future. Due to the limited battery capacity of the sensor node, WSN considers
maximizing network lifetime by minimizing the power consumption to be the most important challenge. To this end,
we propose a Distributed Adaptive Communication with On/Off switching and Dual queuing for Energy efficiency
(DACODE) as a novel asynchronous duty cycling mechanism. The performance evaluation shows that the proposed
mechanism significantly reduces power consumption while maintaining network throughput and guaranteeing data
urgency and queue stability.
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1. Introduction

The Internet of Things (IoT) connects various de-
vices to the Internet to realize ubiquitous computing.
By 2030, the number of IoT devices connected to the
Internet is expected to be about 500 billion [1]. Thus,
IoT, which builds a massive infrastructure, receives con-
siderable attention in various industrial areas due to its
flexibility and scalability [2]. In addition, it is expected
that the sustainability and stability of industry will be
improved as various things are connected to the Inter-
net through IoT [3]. At this point, a wireless sensor
network (WSN) connecting a wide range of intelligent
sensor nodes is expected to bring significant changes in
the near future as the cornerstone of IoT-based systems
[4]. Moreover, as most industries become automated,
Industry 4.0 relies on IoT-based WSN [5]. Here, WSN
is a network consisting of sensor nodes that periodically
collect objects, events, etc., generate sensing data, and
then transmit it to a sink node [6]. Therefore, IoT at-
tempts to solve various problems in the real world by
including WSN as a core technology.

However, due to the limited battery capacity of sen-
sor nodes, maximizing the network lifetime of WSN by
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minimizing their power consumption is the most crit-
ical challenge [6]. To address this challenge, various
approaches have been proposed, including clustering-
based routing protocols [7, 8] and mobile charger-based
battery charging strategies [9, 10]. However, these ap-
proaches are not suitable in some industrial environ-
ments, such as a factory, where all sensor nodes are in
the range of wireless access points (WAPs). In addi-
tion, the battery is mainly depleted by the communica-
tion module including the transmitter (TX) and the re-
ceiver (RX) rather than the processing module, etc [11].
Therefore, duty cycling mechanisms that turn the ra-
dio module on/off to reduce the power consumption of
the sensor node are suitable in the above environment.
In addition, asynchronous mechanisms (i.e., distributed
schemes) are more attractive to energy-efficient IoT de-
ployments than synchronous mechanisms (i.e., central-
ized schemes) in which sensor nodes require high com-
munication overhead to periodically communicate with
a central server or neighboring sensor nodes resulting in
high power consumption [12].

As the IoT-based WSN, we consider the environment
in which the sensor node periodically senses the factory
to generate sensing data and then transmits it to the sink
node, and the factory manager (i.e., the sink node) re-
ceives it to monitor the factory in real-time. In particu-
lar, since the factory manager moves around the factory
or resides at a particular point in the factory, the factory



manager can be a mobile sink node. In this environ-
ment, if the factory manager is near the sensor node,
the sensor node may significantly reduce its power con-
sumption by using a short-range radio module (i.e., di-
rect transmission) instead of a long-range radio mod-
ule (i.e., indirect transmission via WAPs) to transmit
the sensing data [13]. Specifically, we consider the sen-
sor node that determines either the short-range or long-
range radio module according to the distance from the
sink node.

In this paper, to maximize the IoT-based WSN life-
time, we formulate an optimization problem that min-
imizes the power consumption of the sensor node by
turning the long-range radio module on/off. Conse-
quently, we propose a Distributive Adaptive Commu-
nication with On/Off switching and Dual queuing for
Energy efficiency (DACODE) as a novel asynchronous
duty cycling mechanism to solve the optimization prob-
lem. In particular, due to the limited memory and
computational capacity of the sensor node, applying
complex algorithms to the sensor node is not suitable
for energy-constrained IoT [6]. To this end, the pro-
posed mechanism is designed to turn the long-range ra-
dio module on/off by observing the trade-off between
power consumption and queue size based on Lyapunov
drift optimization techniques [14]. That is, the pro-
posed mechanism is designed to determine when to turn
the long-range radio module on to transmit the sens-
ing data to the sink node, unlike traditional mechanisms
that determine when to turn the radio module on to re-
ceive the sensing data from neighboring sensor nodes.
More specifically, the main contributions of this paper
are summarized as follows:

• If the sensor node belatedly transmits the sensing
data, which includes event contents such as gas
leakage have occurred, to the sink node, it may
bring severe situations such as casualties. Thus, on
the optimization problem, we introduce the con-
straint that data urgency should be guaranteed. To
this end, the proposed mechanism is designed to
classify the sensing data into either urgent (i.e., the
sensing data which includes contents that events
have occurred) or non-urgent data, store it in ei-
ther urgent or non-urgent queues, and then prefer-
entially transmit urgent data over non-urgent data.
Here, the proposed mechanism is also designed to
turn the long-range radio module on when the sens-
ing data is classified as urgent data.

• If the sensor node waits for some time to be con-
nected to the sink node after turning the long-range
radio module on by observing the current queue

size of the non-urgent queue, it may bring a se-
vere situation in which the non-urgent queue drops
the sensing data generated during this waiting time.
Thus, on the optimization problem, we introduce
the constraint that queue stability should be guar-
anteed. To this end, the proposed mechanism is
designed to predict the future queue size of the
non-urgent queue, observe the trade-off between
power consumption and queue size, and then turn
the long-range radio module on. Here, the pro-
posed mechanism is also designed to move some
sensing data from the non-urgent queue to the ur-
gent queue when the senor node awaits a long time
to connect to the sink node than expected.

• To evaluate the performance of the proposed mech-
anism, we configure a testbed and establish frame-
works, which are set up similarly to the real world,
and then perform simulations. In addition, we im-
plement a Multi-Priority based QoS MAC (MPQ-
MAC) protocol to perform a comparative analysis
with the proposed mechanism [15]. Through these
simulations, we show that the proposed mech-
anism significantly reduces the power consump-
tion of the sensor node while maintaining net-
work throughput and guaranteeing data urgency
and queue stability.

The remainder of this paper is organized as follows:
First, Section 2 outlines the related works for the asyn-
chronous duty cycling mechanism. Section 3 describes
a system model for the sensor node. Next, we formulate
the optimization problem in Section 4 and propose the
DACODE mechanism in Section 5. Finally, we provide
the performance evaluation for the proposed mechanism
in Section 6, followed by the conclusion in Section 7.

2. Related Work

To turn the radio module of the sensor node on/off,
the asynchronous duty cycling mechanism is based on
either transmitter- or receiver-initiated [16, 17].

The transmitter-initiated approaches establish com-
munication links between transmitter and receiver
nodes by using preamble sampling or Low-Power Lis-
tening (LPL) technology [18, 19]. The transmitter node
transmits a preamble to the receiver node before trans-
mitting the sensing data to initiate communication. The
receiver node receives the preamble after awakening
and then waits to receive sensing data. However, these
approaches increase delay and decrease throughput as it
waits for a long time to transmit and receive the pream-
ble between transmitter and receiver nodes.
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The receiver-initiated approaches establish commu-
nication links between receiver and transmitter nodes
by broadcasting beacons [20, 21]. In particular, the re-
ceiver node notifies transmitter nodes that it may re-
ceive sensing data by broadcasting beacons indicating
that it is awake to initiate communication. The trans-
mitter node receives beacons after awakening and then
transmits the sensing data to the receiver node. Thus.
receiver-initiated approaches have shown better perfor-
mance than the transmitter-initiated approaches in terms
of energy efficiency [17].

The asynchronous duty cycling mechanism may be
based on receiver-initiated Quality of Service (QoS).
The receiver-initiated QoS approaches support the QoS
by decreasing the delay for the sensing data with high
priority than with sensing data with low priority [22].
The receiver node collects TX beacons containing the
address and the priority from transmitter nodes during
the waiting timer after awakening, then transmits RX
beacons to all transmitter nodes after selecting the trans-
mitter node with the highest priority. The transmitter
node transmits the sensing data to the receiver after be-
ing selected. However, these approaches increase delay
and power consumption because it must wait during the
waiting timer. Thus, recent receiver-initiated QoS ap-
proaches support more than two priority levels in the
transmitter node and stop the waiting timer when the
TX beacon containing the highest priority is collected
in the receiver node [15, 23].

In traditional approaches, the sensor node awakes as
the receiver node to receive sensing data from neighbor-
ing sensor nodes. However, in the considered environ-
ment, it is not suitable for energy-efficient IoT for the
sensor node to awake as the receiver, since the transmit-
ter node immediately transmits sensing data to the WAP
without waiting for beacons from the receiver node.
Therefore, a novel approach suitable for the considered
environment is required.

3. System Model

3.1. Heterogeneous Network Model

In the heterogeneous network, we consider the sen-
sor node which includes the short-range radio module S
and the long-range radio module L. Here, S has lower
power consumption than L under the same conditions.
Therefore, as shown in Figure 1, the sensor node deter-
mines either S or L to transmit the sensing data accord-
ing to the distance from the sink node.

For the sensor node in time slot t, if ζ ∈ {S,L}, an
on/off state ϕt

ζ and a connection state ψt
ζ are defined as

Figure 1. Determining the radio module according to the distance
from the sink node

Table 1
Time to wait for each switch to complete

State type ϕt
S

, ϕt
L

ψt
S

ψt
L

Switch type on off up down up down

Time slots 0 0 0 0 c 0

follows:

ϕt
ζ =

1, if ζ is turned on,
0, otherwise,

(1)

ψt
ζ =

1, if ζ is connected to the sink node,
0, otherwise,

(2)

where ψt
ζ is 0 when ϕt

ζ is 0. For the switch from 0
to 1 and its opposition, we express it as an on/off in
ϕt
ζ and an up/down in ψt

ζ . Therefore, the sensor node
tries the switch up when it completes the switch on. At
this point, the sensor node always tries the S switch up
since ϕt

S
is always 1 to detect the distance from the sink

node. In addition, as summarized in Table 1, the sensor
node waits for some time until each switch is completed.
Here, c = [cmin, cmax].

If the sink node is not near the sensor node, power
is wasted by S, which is always turned on. In contrast,
if the sink node is near the sensor node, power is saved
as the sensor node transmits the sensing data using S
instead of L. Therefore, power saving by S may offset
power waste by S. To this end, r, the ratio of time near
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the sensor node by the sink node, is defined as follows:

r =
1
T

T−1∑
t=0

ψt
S
, (3)

where this offset occurs when r is greater than or equal
to the particular threshold.

3.2. Power Consumption Model

For the sensor node in time slot t, the power consump-
tion Pt is defined as follows [24]:

Pt = Pt
idle + Pt

proc +
∑
ζ

Pt
ζ , (4)

where Pt
idle is the idle power consumption on the board.

Pt
proc is the power consumption on the processor, which

depends on the processor utility (i.e., the complexity of
the algorithm executed on the sensor node). In addition,
Pt
ζ , the power consumption on the radio module, is de-

fined as follows:

Pt
ζ = ϕ

t
ζ ·
(
Pt
ζ,idle + ψ

t
ζ · P

t
ζ,TX(bt

ζ ,w
t
ζ)
)
, (5)

where Pt
ζ,idle is the idle power consumption on the radio

module and is 0 when ϕt
ζ is 0. Moreover, Pt

ζ,TX(bt
ζ ,w

t
ζ) is

the transmission power consumption on the radio mod-
ule and is 0 when ψt

ζ is 0, which depends on the pay-
load bt

ζ = [0, bζ,max] (bytes) and the decibel-milliwatts
wt
ζ = [wζ,min,wζ,max] (dBm).
To increase r by increasing the transmission range of

S, the sensor node sets wt
S

as wS,max. At this point, the
sensor node also sets wt

L
as any constant since the WAP

is fixed at a particular point. That is, Pt
ζ per byte is af-

fected only by bt
ζ and reduced as bt

ζ approaches bζ,max.
Therefore, as shown in Figure 2, the sensor node de-
termines the L switch on and the transmission of the
sensing data according to the available bt

L
.

3.3. Dual Queue Model

In the monitoring application, for the factory prob-
lems such as gas leakage, the basic purpose is to rapidly
detect and troubleshoot. At this point, to reduce power
consumption, if the sensor node belated transmits sens-
ing data, which can figure out these problems, it may
bring severe situations such as casualties or property
damage. Therefore, we consider the dual queue in or-
der not to undermine this basic purpose. For the sensor
node in time slot t, a classifier λt, which classifies the
generated sensing data as urgent data if it contains the

Figure 2. Determining the L switch on and the transmission of the
sensing data according to the available bt

L

Figure 3. Determining the queue and the L switch on according to
λt .

factory problem and otherwise classifies it as non-urgent
data, is defined as follows:

λt =


1, if the generated sensing data is

classified as urgent data,
0, otherwise,

(6)

where the sensor node stores the generated sensing data
in an urgent queueU if λt is 1 and otherwise stores the
generated sensing data in a non-urgent queueN . There-
fore, as shown in Figure 3, the sensor node determines
eitherU orN and the L switch on to transmit the sens-
ing data according to λt.

For the sensor node in time slot t, if ξ ∈ {U,N}, the
update of the queue size Qt

ξ is defined as follows:

Qt+1
ξ = max

[
0,Qt

ξ − ot
ξ

]
+ itξ, (7)
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where Qt
ξ is less than or equal to the maximum queue

size Qmax. In addition, ot
ξ and itξ are the size of outgoing

data and the size of incoming data, respectively, which
are defined as follows:

ot
U
=


min
[
Qt
U
, bS,max

]
, if ψt

S
is 1,

min
[
Qt
U
, bL,max

]
, if ψt

L
is 1,

0, otherwise,

(8)

ot
N
=


bS,max − ot

U
, if ψt

S
is 1,

bL,max − ot
U
, if ψt

L
is 1,

0, otherwise,
(9)

it
U
= λt · vt, (10)

it
N
= (1 − λt) · vt, (11)

where urgent data is preferentially transmitted over non-
urgent data. vt = [vmin, vmax] is the volume occupied by
the sensing data stored in the queue.

For the sensing data generated at time slot t, a queu-
ing delay Dt, which is the difference between the time
slot when it is stored and the time slot when it is trans-
mitted, is defined as follows:

Dt ≥ 1, (12)

where 1 is that the sensing data generated and stored at
time slot t can be transmitted from time slot t + 1.

4. Problem Formulation

In this paper, we formulate the optimization problem
(P1) based on the system model as follows:

(P1) min
ϕt
L

lim
T→∞

1
T

T−1∑
t=0

Pt, (13)

s. t. ϕt
ζ ∈ {0, 1} ,∀ζ ∈ {S,L} , (14)

ψt
ζ ∈ {0, 1} ,∀ζ ∈ {S,L} , (15)

bt
ζ = [0, bζ,max],∀ζ ∈ {S,L} , (16)

wt
ζ = [wζ,min,wζ,max],∀ζ ∈ {S,L} , (17)

where the optimization problem (P1) is the non-convex
problem by the binary variable ϕt

L
. In addition, we in-

troduce a constraint that data urgency should be guaran-
teed, which is defined as follows:

λt · E
[
Dt
]
≤ cmax + 1, (18)

where the equation (18) specifies that urgent data should
be transmitted as soon as possible. Moreover, we intro-
duce a constraint that queue stability should be guaran-
teed, which is defined as follows:

lim
T→∞

1
T

T−1∑
t=0

E
[
Qt
ξ

]
< ∞,∀ξ ∈ {U,N} , (19)

Figure 4. Drop in N caused by waiting time for L switch up to
complete

where the equation (19) indicates the mean rate stabil-
ity constraint for U and N . Therefore, the optimiza-
tion problem (P1) is the NP-hard problem by the time-
domain objective function equation (13) and the time-
domain constraint equations (18) and (19).

5. DACODE Mechanism

In this paper, as the novel asynchronous duty cycling
mechanism, we propose a Distributed Adaptive Com-
munication with On/Off switching and Dual queuing for
Energy efficiency (DACODE) to solve the optimization
problem (P1).

In an on/off switching, we first describe cases for the
L switch on as follows:

• ON1: If the generated sensing data is classified as
urgent data (i.e., Qt

U
> 0), the sensor node per-

forms the switch on.

• ON2: Otherwise, based on the Lyapunov drift opti-
mization technique [14], the sensor node observes
the trade-off between Pt

L
and Qt

N
and performs the

switch on.

The sensor node tries theL switch up when theL switch
on is completed. Here, as shown in Figure 4, the con-
straint equation (19) is not satisfied since Qt+c

N
may be

larger than Qmax by the sensing data generated during c.
To this end, the proposed mechanism is designed to pre-
dict Pt+c

L
and Qt+c

N
, observe the trade-off between them,

and then perform the L switch on. For the sensor node
in time slot t, the Lyapunov function Ft is defined as
follows:

Ft =
1
2

(
Q̂t
N

)2
=

1
2

(
Qt
N
+ cavg · vavg

)2
, (20)
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where cavg and vavg are the average of c and the average
of vt, respectively. Thus, Q̂t

N
is the prediction of Qt+c

N
.

At this point, as Ft ≥ 0, the Lyapunov drift ∆t is defined
as follows:

∆t = E
[
Ft+1 − Ft | Q̂t

N

]
, (21)

where drift policy is designed to solve the optimization
problem (P1) by observing Q̂t

N
while minimizing the

bound on
P̂t
L
−G · ∆t, (22)

where P̂t
L

and G are the prediction of Pt+c
L

and the pos-
itive constant to control drift policy, respectively. Thus,
we transform part of the optimization problem (P1) to
formulate the optimization problem (P2) as follows:

(P2) min
ϕt
L

{
P̂t
L
+G · Q̂t

N
·
(
vavg − bL,max

)}
, (23)

s. t. ϕt
L
∈ {0, 1} , (24)

ψt
L
∈ {0, 1} , (25)

bt
L
=
[
0, bL,max

]
, (26)

λt · E
[
Dt
]
≤ cmax + 1, (27)

lim
T→∞

1
T

T−1∑
t=0

E
[
Qt
N

]
< ∞, (28)

where vavg and bL,max are the prediction of it+c and the
prediction of ot+c, respectively. At this point, we assume
that the solution is 1 or 0 and that the sensor node per-
forms the switch on when the solution is 1. For the sake
of simplicity, we assume that Pt

proc is the power con-
sumption to solve the optimization problem (P2). Next,
we describe cases for the L switch off as follows:

• OFF1: If the sink node is detected to be near the
sensor node (i.e., ψt

S
= 1), the sensor node per-

forms the switch off.

• OFF2: Otherwise, when there is no urgent data
(i.e., Qt

U
= 0) and there is not enough available bt

L

(i.e., Qt
N
< bL,max), the sensor node performs the

switch off.

If the sensing data is not transmitted as much as possi-
ble, the sensor node frequently performs the L switch
on/off as shown in Figure 5. For the L switch up, as
power is wasted during c, frequent L switch on/off is
correlated to frequent power waste. Therefore, the pro-
posed mechanism is designed to transmit the sensing
data as much as possible.

In a dual queuing, by equations (8), (9), (10), and
(11), the proposed mechanism is designed to classify

Figure 5. Frequent L switch on/off caused by not transmitting as
much as possible

the sensing data into either urgent or non-urgent data,
store it in eitherU orN and then preferentially transmit
urgent data over non-urgent data. At this point, to trans-
mit the sensing data using L, the sensor node should
first perform the L switch on. Therefore, t⋆, which is a
time slot expected for the L switch up to be completed,
is defined as follows:

t⋆ =


t + cavg, if the up-switch is tried,
t + 1, if the up-switch is not

completed at t⋆,
−1, otherwise,

(29)

where the constraint equation (28) is not satisfied if the
L switch up is not completed at t⋆ (i.e., the expectation
is wrong) as shown in Figure 6. To this end, the pro-
posed mechanism is designed to move the sensing data
stored at index 0 inN intoU. Therefore, ot

N
and it

U
are

redefined as follows:

ot
N
=



bS,max − ot
U
, if ψt

S
is 1,

bL,max − ot
U
, if ψt

L
is 1,

vN(0), if the expectation
is wrong,

0, otherwise,

(30)

it
U
=


λt · vt + ot

N
, if the expectation

is wrong,
λt · vt, otherwise,

(31)

where vN(0) is the volume occupied by the sensing data
stored at index 0 in N .

In the proposed mechanism as shown in Algorithm
1, the on/off switching reduces the power consumption
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Figure 6. Drop in N caused by the wrong expectation

Figure 7. Testbed configured for parameter setup

of the sensor node while guaranteeing data urgency and
queue stability, and the dual queuing supports guaran-
teeing data urgency and queue stability. Therefore, the
sensor node with the proposed mechanism adaptively
determines its own action according to its own state and
surrounding environment, without control by the central
server or cooperation with neighboring sensor nodes.

6. Performance Evaluation

6.1. Simulation Setup

First, as technologies that realize an industrial IoT in-
clude Wi-Fi, WiMAX, LRPAN, Bluetooth, and LoRA,
we set S and L as Bluetooth Low Energy (BLE) and
Wi-Fi, respectively [3]. Thus, the sensor node is set as
Adafruit Feather nRF52840 Sense board with ESP8266.
As summarized in Table 2, we set the parameters of the
system model and proposed mechanism. At this point,

Algorithm 1 A Distributed Adaptive Communication
with On/Off-Switching and Dual Queuing for Energy-
Efficiency (DACODE) Mechanism

1: {ϕ0
S
, ψ0
S
, ϕ0
L
, ψ0
L
} ← {1, 0, 0, 0}

2: {Q0
U
,Q0
N
} ← {0, 0}

3: {t, t⋆} ← {0,−1}
4: for t < T do
▷ On/Off Switching

5: if the sink node is nearby then
6: ψt

S
← 1

7: {ϕt
L
, ψt
L
} ← {0, 0} by OFF1

8: else
9: ψt

S
← 0

10: if ϕt
L
== 1 then

11: if ψt
L
== 1 then

12: if Qt
U
== 0 and Qt

N
< bL,max then

13: {ϕt
L
, ψt
L
} ← {0, 0} by OFF2

14: end if
15: else if the L switch up is finished then
16: ψt

L
← 1

17: end if
18: else
19: if Qt

U
> 0 then

20: ϕt
L
← 1 by ON1

21: the L switch up is tried
22: else if the solution to P2 is 1 then
23: ϕt

L
← 1 by ON2

24: the L switch up is tried
25: end if
26: end if
27: end if
28: {ϕt+1

S
, ψt+1
S
, ϕt+1
L
, ψt+1
L
} ← {ϕt

S
, ψt
S
, ϕt
L
, ψt
L
}

▷ Dual Queuing
29: {ot

U
, ot
N
} ← by equations (8) and (30)

30: {it
U
, it
N
} ← by equations (31) and (11)

31: {Qt+1
U
,Qt+1
N
} ← by equation (7)

32: t⋆ ← by equation (29)
33: end for

we set the length of the time slot to 10 ms and configure
a testbed as shown in Figure 7 to measure some param-
eters as follows:

• When measured for 1000 seconds, the maximum
payloads per second transmitted over BLE and Wi-
Fi are measured at 127e3 and 1072e3 bytes, re-
spectively. Thus, we set bS,max and bL,max by con-
verting it into bytes per time slot.

• When measured for 1000 seconds, each combina-
tions of Pt is measured as shown in Figure 8. Thus,
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Table 2
Parameter setup for the performance evaluation

Parameter Value

T 105

bS,max 1270 bytes

bL,max 10720 bytes

wS,min,wL,min 2 dBm

wS,max,wL,max 8 dBm

Pt
idle 20.6537 µA

Pt
proc 0.6647 µA

Pt
S,idle 0.0025 µA

Pt
S,TX(1270, 2) 4.2334 µA

Pt
S,TX(1270, 4) 4.7951 µA

Pt
S,TX(1270, 6) 4.9120 µA

Pt
S,TX(1270, 8) 4.9283 µA

Pt
L,idle 37.6941 µA

Pt
L,TX(1270, 2) 2.3469 µA

Pt
L,TX(10720, 2) 7.1930 µA

P̂t
L

44.8871 µA

Qmax 64 KB

cavg 391

cmin 222

cmax 527

vavg 35 bytes

vmin 30 bytes

vmax 40 bytes

G 0.8 × 10−7

we set each parameter of Pt by obtaining the aver-
age power consumption per second through differ-
ences between combinations and then converting it
into the average power consumption per time slot.

• When measured 1000 times, cmin and cmax are mea-
sured at 222 and 527, respectively. Thus, we set
cavg by averaging the measurements.

• When measured 1000 times, since the sensing data
includes ID, date and time, temperature, and hu-
midity, vmin and vmax are measured at 30 and 40
bytes, respectively. Thus, we set vavg by averaging
the measurements.

• When measured for each G, the threshold at which
the solution to the optimization problem ((P2)) be-
comes 1 is measured as shown in Figure 9. Here,

Figure 8. Power consumption per second

Figure 9. Queue size threshold according to G

Qt+c
N

is the minimum and maximum queue sizes
thatN may have when connected to the sink node.
Thus, we set G for guaranteeing queue stability and
preventing frequent L switch on/off.

In addition, we set wt
S

and wt
L

as 8 and 2, respectively.
Moreover, P̂t

L
is set to 44.8871 µA and Qmax is set to 64

KB [25].
Next, for the performance evaluation of the proposed

mechanism, we set standards such as power consump-
tion and network throughput and set benchmarks as fol-
lows:

• Distributed Adaptive Communication (DAC): In
this scheme, the sensor node determines either S
or L according to the distance from the sink node
without any mechanism or protocol.
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(a) Single node framework (b) Multiple nodes framework

Figure 10. Power consumption according to r or k

• MPQ-MAC [15]: This is the application of MPQ-
MAC protocol to the sensor node. Here, since the
sensor node directly transmits and receives sensing
data to and from the neighboring sensor node, the
sensor node uses only S without L. In addition,
the sensor node turns S on for every two time slots
and requires reception power consumption, which
is about 75% of transmission power consumption
[26].

In addition, we set DACODE as the application of the
proposed mechanism to the sensor node.

Finally, to compare the proposed mechanism with
benchmarks, we set up frameworks that implement the
considered sensor node and environment as follows:

• Single Node: This is a framework with WAP and
the sink node and a single sensor node. Here, λt

is 1 when t is [24000, 25000) or [74000, 75000),
and ψt

S
is 1 when t is [50000 · (1 − r), 50000) or

[50000 · (2 − r), 100000). In addition, r is spaced
0.01 from 0 to 1. Thus, since MPQ-MAC requires
multiple sensor nodes, we compare DACODE with
only DAC.

• Multiple Nodes: This is a framework with WAP
and the sink node and multiple sensor nodes. Here,
it is assumed that the sink node stays at each sensor
node for some time to check the sensor node. In
addition, it is assumed that each sensor node has up
to four neighboring sensor nodes within the range
of S. Moreover, we set k, which is the number of
sensor nodes, to 9, 25, and 49. Thus, we compare
DACODE with DAC and MPQ-MAC.

6.2. Simulation Results

First, as shown in Figure 10, we express power con-
sumption as µA/slot in the single node framework and
as µA/slot per node in the multiple nodes framework.
Figure 10a shows that the power consumption of DAC
and DACODE decreases as r increases. At this point,
DACODE reduces power consumption by at least 45%
to up to 66% compared to DAC because it prevents un-
necessary power consumption by turning L on/off. In
addition, Figure 10b shows that the power consumption
of DAC, DACODE, and MPQ-MAC is constant regard-
less of k because they are all distributed schemes that are
not controlled by the central server. Here, DACODE re-
duces 19% compared to MPQ-MAC because it prevents
unnecessary reception power consumption.

Next, as shown in Figure 11, we express the network
throughput as bytes/slot in the single node framework
and as bytes/slot per node in the multiple nodes frame-
work. Here, Figure 11a shows similar network through-
put for DAC and DACODE regardless of r. In addition,
Figure 11b shows similar network throughput for DAC,
DACODE, and MPQ-MAC regardless of k. Moreover,
the network throughput is achieved near vavg for DAC,
DACODE, and MPQ-MAC. At this point, the slight dif-
ference in network throughput occurs because the vol-
ume of the sensing data generated by the sensor node is
slightly different.

Meanwhile, as shown in Figure 12, for DACODE in
the single node framework, we express the queuing de-
lay as slots. Here, Davg and Dmax are the average and
maximum of Dt, respectively. That is, Figure 12 shows
that DACODE satisfies the constraint that data urgency

9



(a) Single node framework (b) Multiple nodes framework

Figure 11. Network throughput according to r or k

Figure 12. Queuing delay according to r

should be guaranteed since Dmax is smaller than cmax+1
regardless of r. At this point, if r is greater than or equal
to 0.52, the queuing delay is always 1 because the sink
node is near the sensor node when urgent data is gener-
ated. In addition, the queuing delay fluctuates regardless
of r since c is inconsistent.

Finally, as shown in Figure 13, for DACODE in the
single node framework, we express the queue size as
bytes. Figure 13 shows that DACODE satisfies the con-
straint that queue stability should be guaranteed since
Qt
U

and Qt
N

are smaller than Qmax regardless of t. In
addition, some time slots (2719, 5481, etc.) show that
queue stability ofN is guaranteed when the expectation
is wrong. Here, time slots between 45000 and 49999

Figure 13. Queuing size according to t

show that Qt
U

and Qt
N

are close to 0 because the sink
node is near the sensor node. Moreover, since the sens-
ing data generated from time slots between 24000 and
24999 is urgent data, Qt

U
increases from time slot 24000

and Qt
N

increases from time slot 25001.

7. Conclusion

In this paper, to maximize the IoT-based WSN life-
time, we aim to minimize the power consumption of the
sensor node while guaranteeing data urgency and queue
stability. To this end, as a novel asynchronous duty cy-
cling mechanism, we propose a Distributed Adaptive
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Communication with On/Off switching and Dual queu-
ing for Energy efficiency (DACODE). First, the pro-
posed mechanism is designed to classify the sensing
data into either urgent or non-urgent data, store it in
either urgent or non-urgent queues, and then preferen-
tially transmit urgent data over non-urgent data. Here,
it is also designed to turn the long-range radio mod-
ule on when the sensing data is classified as urgent
data. In addition, the proposed mechanism is designed
to predict the future queue size of the non-urgent queue,
observe the trade-off between power consumption and
queue size, and then turn the long-range radio module
on. Moreover, it is designed to move some sensing data
from the non-urgent queue to the urgent queue when
the senor node awaits a long time to connect to the sink
node than expected. In the performance evaluation, sim-
ulation results showed that the proposed mechanism sig-
nificantly reduces power consumption while maintain-
ing network throughput and guaranteeing data urgency
and queue stability.
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