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Abstract—This work explores combining the rate-splitting
multiple-access (RSMA) technique with an active reconfigurable
intelligent surface (RIS) to improve the quantized multiuser
multiple-input single-output network. The active RIS facilitates
communication between the base station (BS) and users equipped
with low-resolution quantizers, whereas RSMA improves down-
link transmission efficiency. By maximizing the spectral efficiency
while minimizing the power consumption at the transmitter
and active RIS, we formulate an energy efficiency maximization
problem by jointly designing the BS precoding matrix and active
RIS reflecting matrix. The optimization problem presents non-
convexity, which makes finding the optimal solution challenging.
Therefore, we reformulate the problem into a reinforcement
learning-based problem that is solvable by applying deep rein-
forcement learning (DRL) algorithms. To ensure action accuracy,
we design a constraint-matching function that integrates with
the DRL algorithm, forming a DRL framework securing all
problem constraints. To assess the proposed DRL algorithm,
we propose an alternating-based solution that decomposes the
problem into precoding matrix optimization and active reflecting
matrix optimization sub-problems, which are solvable using
the successive convex approximation-based method. The perfor-
mance evaluations demonstrate the convergence and effectiveness
of the proposed approaches in various scenarios.

Index Terms—Active reconfigurable intelligent surface, low-
resolution quantizers, rate-splitting multiple access

I. INTRODUCTION

THE demand for efficient transmission has become more
significant in the burgeoning wireless communication

technology era. However, traditional communication systems
often require help operating in scenarios with constrained
resources or stringent hardware limitations. Therefore, im-
plementing low-resolution quantizers at transceivers has been
examined in many studies to reduce the energy consumption in
multiantenna systems [1]–[3]. Low-resolution quantizers lower
the power usage at transceivers by reducing the quantization
levels in digital-to-analog converters (DACs) and analog-to-
digital converters (ADCs) [4], [5]. Although these quantizers
effectively reduce power consumption, they concurrently gen-
erate signal distortion, causing quantization errors in trans-

This work was supported in part by the National Research Foundation
of Korea(NRF) grant funded by the Korea government(MSIT) (No. RS-
2024-00453301), and in part by the Chung-Ang University Young Scientist
Scholarship in 2023.

Corresponding authors: Nhu-Ngoc Dao and Sungrae Cho.
Thanh Phung Truong, Thi My Tuyen Nguyen, The Vi Nguyen, and Sungrae

Cho are with the School of Computer Science and Engineering, Chung-
Ang University, Seoul 06974, Republic of Korea (e-mail: {tptruong, tuyen,
tvnguyen}@uclab.re.kr; srcho@cau.ac.kr).

Nhu-Ngoc Dao is with the Department of Computer Science and En-
gineering, Sejong University, Seoul 05006, Republic of Korea (e-mail:
nndao@sejong.ac.kr).

missions. This error may cause interference and noise within
the signal, leading to a reduction in transmission efficiency.
Regarding this limitation, the quest to refine and optimize
quantized systems has emerged as a prospect for exploration,
especially considering the evolving technology to enhance the
efficiency of quantized systems.

As an innovative technology for efficient transmission, the
reconfigurable intelligent surface (RIS) has recently been
widely researched. Traditionally, RIS operates as a passive
structure comprising an array of programmable reflecting
elements, enabling precise control over the phase of reflected
signals and effectively shaping the electromagnetic wave to
achieve the desired outcomes [6], [7]. However, recent re-
search advancements have proposed the active RIS, integrating
reflection-type amplifiers to adjust the phase and amplitude
characteristics, demonstrating its effectiveness compared to
the passive RIS [8]–[10]. Although active RIS has improved
transmission efficiency in many studies [11]–[14], these often
assume perfect quantization, overlooking quantized distortion.
This omission makes performance characterization in low-
resolution systems unpredictable. Therefore, exploring RIS-
aided systems with low-resolution quantizers presents a suit-
able approach to tackling the difficulties of energy-efficient
devices in communication systems.

Besides, the proliferation of wireless devices has intensi-
fied the demand for advanced multiple-access techniques to
enhance communication performance. In this context, rate-
splitting multiple access (RSMA) [15], [16] has been regarded
as a potential and effective multiple-access scheme for the next
generation of communication [17], [18]. Many studies have
proved RSMA’s effectiveness in enhancing communication
efficiency compared with other multiple-access techniques
[19]–[22], where it can improve throughput, lower latency, and
enhance the computing system performance. Given these de-
velopments, integrating RSMA into RIS-aided MISO systems
with low-resolution quantizers presents an intriguing research
opportunity. This combination has the potential to address
multiple challenges simultaneously: i) the need for efficient
multiple access, ii) the benefits of RIS-aided transmission,
and iii) the practical scenario of low-resolution hardware for
energy-efficient transmission. Exploring this synergy between
RSMA, RIS, and low-resolution quantizers could open new av-
enues for advancing next-generation wireless communication
systems, particularly in scenarios where hardware limitations
and increasing user density are significant concerns.

Motivated by these observations, this work explores the
potential of the combination of the active RIS and RSMA in
enhancing the energy efficiency (EE) of quantized multiuser



multiple-input single-output (MISO) systems. The major con-
tributions are summarized as follows.

• We study a novel quantized downlink multiuser MISO
system that combines the active RIS and RSMA for
efficient transmission. The active RIS facilitates com-
munication between the base station (BS) and users ob-
structed by obstacles, and RSMA is employed to improve
downlink transmission communication. In such a system,
we formulate an EE maximization problem to maximize
spectral efficiency (SE) while minimizing the transmitter
and active RIS power consumption by optimizing the BS
precoding matrix and active RIS reflecting matrix.

• As the problem exposes nonconvexity, we propose a
deep reinforcement learning (DRL) algorithm to solve
it. Here, we transform the problem into a reinforcement
learning-based problem, which is solvable by applying
DRL algorithms. To secure the action constraints, we
propose a constraint-matching function to integrate with
the DRL algorithm, forming a DRL framework that effi-
ciently designs the BS precoding and active RIS reflecting
matrices while ensuring action accuracy.

• To assess the proposed DRL solution, we design a suc-
cessive convex approximation (SCA)-based alternating
optimization approach, decomposing the problem into
two sub-problems: precoding and active reflecting matrix
optimizations. Accordingly, we apply several mathemat-
ical methods to approximate each sub-problem into a
resolvable convex problem using convex optimization
tools.

• We establish several numerical simulations to demon-
strate the effectiveness of the proposed approaches. We
evaluate the convergence of the DRL-based and alter-
nating solutions by observing the change in system
performance. In addition, we demonstrate the superior
performance of the proposed system and algorithms
compared with other benchmark schemes under various
environmental scenarios. Additionally, we analyze the
influence of the quantization levels on the transmission
efficiency by varying the resolution at the transceivers.

The remaining sections of this study are organized as
follows. Section II summarizes the related work. Section III
introduces the proposed system . Then, Section IV formulates
the EE problem. Accordingly, Sections V and VI present the
DRL-based and SCA-based alternating optimization solutions,
respectively, and Section VII describes the numerical results.
Finally, Section VIII concludes the work.

II. RELATED WORK

With the demand for efficient transmission while maintain-
ing low power consumption, low-resolution converters have
recently been considered in the literature [2], [23], [24]. For
instance, the authors in [2] considered the EE maximization
problem in a massive multiple-input multiple-output (MIMO)
downlink system, where transceivers are equipped with low-
resolution converters. The EE maximization problem was also
investigated in [23], where the authors proposed a quantized
hybrid precoding problem. Using an alternating optimization

approach, they jointly designed the analog precoding and dig-
ital baseband precoding matrices to maximize the achievable
instantaneous rate while considering the power consumption at
the transmitter. In [24], a mixed-ADC/DAC architecture was
investigated to reduce the power consumption in a MIMO
system. A power allocation problem was formulated, and
the SE and EE performance results were analyzed in detail.
Moreover , recent advancements in research have prompted
a closer examination of evolving technologies to enhance
the efficacy of quantized network systems, especially with
RIS [25], [26] and multiple access techniques [27]–[29]. In
particular, the authors in [25] discussed the assistance of RIS in
a massive multiuser MIMO system, where the BS is equipped
with low-resolution DACs. They optimized the RIS phase shift
to maximize the system achievable rate. Cascaded channel
estimation was examined for a millimeter-wave MIMO system
in [26], where the RIS aids communication between a user and
a BS equipped with low-resolution ADCs. In this work, the
authors proposed a bilinear generalized approximate message
passing (BiG-AMP)-based algorithm to estimate the cascaded
channel under loss of information due to quantization. The
application of non-orthogonal multiple access (NOMA) in
low-resolution ADCs/DACs was examined in [27], explor-
ing the SE and EE performance by applying closed-form
expressions. The consideration of NOMA in low-resolution
ADC systems was also explored in [28]. By applying the
first-order Karush–Kuhn–Tucker (KKT) condition, the authors
proposed a precoding algorithm to maximize the sum rate
of the system. The advantages of RSMA were examined in
quantized systems. For example, Park et al. [29] studied the
improvement of RSMA in a multiuser MIMO system. They
proposed a generalized power iteration algorithm to optimize
the RSMA precoding matrix to maximize SE and demonstrate
the effectiveness of RSMA in quantized systems, especially
its superior performance compared with other multiple-access
techniques. Despite these advancements, the potential synergy
between RIS and advanced multiple access techniques in the
context of quantized systems still needs to be explored.

Meanwhile, the effectiveness of the combination of RIS and
RSMA has been demonstrated in prior studies [30]–[32]. For
example, the RIS-aided uplink RSMA system was studied in
[30]. To maximize the system sum rate, the author proposed
an alternating-based algorithm using the SCA and Riemannian
conjugate gradient algorithms to optimize the passive phase-
shift matrix, decoding order, and users’ power allocation. The
results demonstrate the effectiveness of combining RIS and
RSMA and highlight the improved performance of RSMA
compared with other multiple-access schemes. The EE max-
imization problem in simultaneous wireless information and
power transfer with passive RIS and RSMA was explored in
[31]. To solve the problem, the authors proposed two approx-
imation approaches, DRL-based and SCA-based solutions, to
design the passive RIS phase shift, message rates, power-
splitting ratios, and beamforming vectors at the transmitter.
The combination of active RIS and RSMA was examined
in [32]. This paper investigated the SE-EE trade-off and
proposes an alternating optimization algorithm for designing
BS precoding and active RIS reflecting matrices. In addition,



TABLE I: Comparison of the proposed study with related works

Research Low-resolution
quantizers

RIS Multiple access Objective Optimization m ethod

[2] ✓ ✗ ✗ Energy efficiency Alternating algorithm
[23] ✓ ✗ ✗ Energy efficiency Alternating algorithm
[24] ✓ ✗ ✗ Spectral/energy efficiency SCA-based solution
[25] ✓ Passive RIS ✗ Achievable system rate Particle swarm optimization
[26] ✓ Passive RIS ✗ Estimated cascaded channel BiG-AMP-based algorithm
[27] ✓ ✗ NOMA Energy/spectral efficiency Closed-form expressions
[28] ✓ ✗ NOMA System sum rate KKT-based solution
[29] ✓ ✗ RSMA Spectral efficiency Generalized iteration-based solution
[30] ✗ Passive RIS RSMA System sum rate Alternating-based solution
[31] ✗ Passive RIS RSMA Energy efficiency DRL-based and SCA-based solutions
[32] ✗ Active RIS RSMA Energy/spectral efficiency trade-off Alternating optimization

Proposed ✓ Active RIS RSMA Energy efficiency Alternating-based and DRL-based solutions

Fig. 1: RSMA-enhanced RIS-aided quantized downlink multiuser MISO system.

the simulation results proved the superiority of the active RIS
compared with the passive RIS when integrating with RSMA.
Therefore, applying this combination underscores the potential
enhancements to the system, particularly in quantized systems.
Integrating RIS and RSMA in low-resolution quantized sys-
tems could address the current energy efficiency and spectral
utilization limitations, especially in scenarios where hardware
constraints and spectral efficiency are critical considerations.

Table I summarizes the related work to highlight the novelty
and contributions of this work.

III. SYSTEM MODEL

We investigate a downlink multiuser MISO system in which
an M -antenna BS serves U single-antenna users via RIS with
N phase-shift elements, as illustrated in Fig. 1. We build the
system by inheriting from previous studies [17], [29], [33],
where obstacles block the direct links from BS to users1;
hence, the BS transmits signals to users with the aid of the RIS,
and the downlink transmission is enhanced by applying the one
-layer RSMA technique. At the BS, each antenna is deployed
with a bDAC

m -bit resolution DAC pair (for imaginary and real
parts), where bDAC

m denotes the number of quantization bits
(NoQBs) at antenna m. Similarly, at the receiver side, each

1As discussed in many previous works [30], [34]–[36], the RIS is effectively
applied in environments where direct links between transmitters and receivers
do not exist due to the unfavorable propagation and the sophistication of urban
environments.

user u is deployed with a bADC
u -bit resolution ADC pair (for

imaginary and real parts), where bADC
u is the NoQBs at user u.

The description of the entire system can be divided into three
stages: 1) quantized transmitter, where the BS generates the
transmit signal by applying the RSMA technique with DACs to
transmit to users; 2) transmission with RIS, the communication
between the BS and users via RIS; and 3) quantized receivers,
where the received signal is converted via ADCs and decoded
according to the RSMA technique.

A. Quantized Transmitter

Following the one-layer RSMA, the BS splits each transmit
message Du (intended for u-th users) into a common submes-
sage Dc

u and a private submessage Dp
u. Then, it combines all

common submessages Dc
u, u ∈ U ≜ {1, 2, . . . , U}, into one

common message Dc. Accordingly, an encoder is applied to
encode the common message Dc into a common stream, sc,
and independently encode the private submessages into private
streams, su, u ∈ U . Thus, U transmit messages generate U+1
transmit streams, combining the common and private streams.
By defining s = [sc, s1, ..., sU ]

T ∈ C(U+1)×1, without loss of
generality, we assume that E{ssH} = IU+1. The streams are
precoded by a linear precoder with a precoding matrix W ≜
[wc,w1, . . . ,wU ] ∈ CM×(U+1), where wc,wu ∈ CM×1 are
the corresponding precoding vectors. Consequently, the digital



TABLE II: Quantization distortion factor

NoQBs 1 2 3 4 5
QDF 0.3634 0.1175 0.03454 0.009497 0.002499

transmit signal is given as

x = Ws = wcsc +

U∑
u=1

wusu. (1)

Accordingly, the digital signal is quantized with the DACs,
where the quantization process follows the AQNM method
[37], using a linear form to approximate the quantization
process. By denoting Q(.) a quantizer function, the quantized
signal, xq ∈ CM×1, is expressed as [29]

xq = Q(x) ≈ ΘDAC
θ wcsc+ΘDAC

θ

U∑
u=1

wusu+eDAC, (2)

where eDAC ∈ CM×1 is the additive Gaussian quantiza-
tion noise (AGQN) vector at the DACs, and ΘDAC

θ ≜
diag(θDAC

1 , . . . , θDAC
M ) denotes the quantization loss matrix.

Here, θDAC
m ∈ (0, 1), m ∈ M ≜ {1, 2, . . . ,M}, is the

quantization loss of the m-th element calculated according to
the quantization distortion factor (QDF), ϑDAC

m , determined
as

θDAC
m = 1− ϑDAC

m , (3)

where ϑDAC
m is specified in Table II if bDAC

m ≤ 5; otherwise,
ϑDAC
m = π

√
3

2 2−2bDAC
m [23]. The AGQN follows eDAC ∼

CN (0M×1,R
DAC), where RDAC is the covariance matrix

of eDAC, computed as

RDAC = ΘDAC
θ ΘDAC

ϑ diag
(
E
[
xxH

])
, (4)

where ΘDAC
ϑ ≜ diag

(
ϑDAC
1 , . . . , ϑDAC

M

)
. Let PBmax denote

the maximum transmission power at the BS, the quantized
transmit signal has a power constraint as [38]

tr
(
E
[
xq(xq)H

])
≤ PBmax. (5)

Proposition 1. Given the real diagonal matrix ΘDAC
θ ≜

diag(θDAC
1 , θDAC

2 , . . . , θDAC
M ), the transmit power constraint

in (5) can be rewritten as follows

tr
(
ΘDAC

θ WWH
)
≤ PBmax. (6)

Proof. Please see Appendix A.

B. Transmission with the active RIS

This study considers that the direct links from the BS
to the users are neglected due to obstacles and unfavorable
propagation conditions. Therefore, the BS transmits its signal
to users via the RIS link. Denoting HB ∈ CN×M and
hR
u ∈ C1×N are the channel matrices from the BS to RIS

and from the RIS to user u, respectively, the received signal
at u-th user is expressed as

yu = hR
u ΦHBxq + hR

u Φωr + ωu, (7)

where Φ ≜ diag
(
ϕ1, . . . , ϕN

)
, ϕn ≜ ψne

jφn , ψn ∈
[0, ψmax], φn ∈ [0, 2π], n ∈ N ≜ {1, 2, . . . , N}, denotes the

active reflecting matrix at the RIS applied to the reflection [39],
ωr ∼ CN (0N , σ

2
r1N ) denotes the thermal noise generated at

the active RIS, and ωu is the additive white Gaussian noise
(AWGN) for user u with a zero mean and variance of σ2

u.

C. Quantized Receivers

The received signal yu for user u is quantized by bADC
u -bit

resolution ADCs. Then, the digital signal received by the u-th
user is expressed as

yqu = Q(yu) ≈ θADC
u yu + eADC

u , (8)

where eADC
u is the AGQN value, and θADC

u ≜ 1 − ϑADC
u

denotes the quantization loss with ϑADC
u as the QDF of

the ADCs for the u-th user. Similarly, the value of ϑADC
u

is specified in Table II if bADC
u ≤ 5; otherwise, ϑADC

u =
π
√
3

2 2−2bADC
u . Based on [37], the value of eADC

u follows
CN (0, rADC

u ), where rADC
u is calculated as

rADC
u = θADC

u ϑADC
u E(|yu|2). (9)

Accordingly, user u decodes the received streams using the
SIC technique, where the common stream is decoded into
a common message, D̄c, by treating all private streams as
interference, and the private stream of user u is decoded into its
private message, D̄p

u, by treating the remaining private streams
as interference. Then, user u extracts its common message D̄c

u

from D̄c and combines it with D̄p
u to reconstruct the original

message D̄u.

IV. PROBLEM STATEMENT

A. Performance Metrics

1) Spectral Efficiency: The digital signal received by user
u can be decomposed into four components: common stream,
private stream, interference from other users’ private streams,
and noise from transmission and quantization. From (2),
(7), and (8), the received digital signal for the u-th user is
represented as

yqu =θADC
u hR

u ΦHB
(
ΘDAC

θ wcsc +ΘDAC
θ

U∑
u=1

wusu + eDAC
)

+ θADC
u hR

u Φωr + θADC
u ωu + eADC

u

= θADC
u hR

u ΦHBΘDAC
θ wcsc︸ ︷︷ ︸

common stream

+ θADC
u hR

u ΦHBΘDAC
θ wusu︸ ︷︷ ︸

private stream

+ θADC
u hR

u ΦHBΘDAC
θ

∑
k∈{U\u}

wksk︸ ︷︷ ︸
interference

+ θADC
u hR

u Φωr + θADC
u hR

u ΦHBeDAC + θADC
u ωu + eADC

u︸ ︷︷ ︸
noise

.

(10)

Accordingly, the achievable transmission rate of the com-
mon stream for user u is determined as follows:

rcu = log2

(
1 +

|θADC
u hR

u ΦHBΘDAC
θ wc|2∑U

k=1 |θADC
u hR

u ΦHBΘDAC
θ wk|2 + NEu

)
,

(11)



where NEu = (θADC
u )2hR

u Φ(hR
u Φ)Hσ2

r +
(θADC

u )2hR
u ΦHBRDAC(hR

u ΦHB)H +(θADC
u )2σ2

u+ r
ADC
u .

To guarantee that all users successfully decode the common
stream, the common stream’s rate, rc, is determined as

rc = min{rc1, rc2, . . . , rcU}. (12)

The common stream is combined and encoded from the
common submessages of all users; therefore, the transmission
rate of the common submessage (common rate) for each user
is a portion of rc. Consequently, by denoting cu the common
rate allocated to user u, the transmission rates of common
submessages have to satisfy the following constraint∑

u∈U
cu ≤ rc. (13)

After successfully decoding and subtracting the common
stream from the received signal, user u decodes its private
stream from the remaining signals. Then, the achievable trans-
mission rate of the private stream (private rate) of user u is
determined as follows:

rpu = log2

(
1 +
|θADC

u hR
u ΦHBΘDAC

θ wu|2

INu + NEu

)
, (14)

where INu =
∑

k∈{U\u} |θADC
u hR

u ΦHBΘDAC
θ wk|2. As a

result, the achievable rate of user u is determined as

ru = cu + rpu. (15)

2) Transmitter Power Consumption: The power consump-
tion at the BS comprise power amplifier (PPA) and analog
circuits (PAC) [2], [23]. The PPA value is calculated based
on the transmit power (PT ), expressed as

PPA = η−1PT , (16)

where η denotes the power-added efficiency. As defined in
sub-section III-A, the transmit power is calculated as

PT = tr
(
E
[
xq(xq)H

])
. (17)

Meanwhile, the power consumption of the analog circuits com-
prises the power consumption of the local oscillator (PLO),
DACs (PDAC,m,m ∈ M), and radio frequency (RF) chain
(PRF ), calculated as [2]

PAC = PLO +
∑

m∈M
(2PDAC,m + PRF ). (18)

According to [23], the DACs’ power consumption of m-th
antenna is calculated as

PDAC,m = 1.5× 10−5 · 2b
DAC
m +9× 10−12 · bDAC

m ·Fs, (19)

where Fs denotes the sampling frequency [40]. The value of
PRF is determined as

PRF = 2PLP + 2PM + PH , (20)

where PLP , PM , and PH denote the power consumption of the
low-pass filter, mixer, and 90◦ hybrid with buffer, respectively.
Consequently, the BS power consumption is calculated as

PBS = PAC + PPA. (21)

To clarify, Table III summarizes the power-related parameters
and their values, which are compiled from [2], [23].

TABLE III: Power-related parameters.

Parameters Values
Power-added efficiency, η 27%

Local oscillator power consumption, PLO 22.5 mW
Sampling rate, Fs 1 GHz

Low-pass filter power consumption, PLP 14 mW
Mixer power consumption, PM 0.3 mW

90◦ hybrid with buffer power consumption, PH 3 mW

3) RIS Power Consumption: Let yr denote the signal
reflected and amplified by the active RIS, it can be expressed
as

yr = ΦHBxq +Φωr. (22)

According to [41], the power consumption of the active RIS
can be computed as

PR = N(Pc + PDC) + ξ−1PR−out, (23)

where Pc and PDC denote the switch and control circuit and
the DC biasing power consumption for each reflecting element,
PR−out indicates the output power of the RIS, and ξ represents
the amplifier efficiency coefficient. The RIS output power is

PR−out = tr(E[∥ yr ∥2])
= tr

(
ΦHBE[xq(xq)H ](ΦHB)H +ΦΦHσ2

r

)
(a)
= tr

(
ΦHBΘDAC

θ WWH(ΦHB)H +ΦΦHσ2
r

)
,

(24)

where (a) is obtained from Appendix A. The active RIS power
consumption should follow the following power constraint:

PR ≤ PRmax, (25)

where PRmax is the maximum amplification power of the
active RIS.

4) Energy Efficiency: We establish the EE according to the
sum of the users’ SE and the system power consumption,
including the BS and active RIS power consumption. As
described in sub-section IV-A1, the sum of users’ SE is
determined as

SE =
∑
u∈U

ru =
∑
u∈U

(cu + rpu) . (26)

Remark 1. Since the target is to maximize the SE, we design
the sum of common rates as the maximum value, i.e., the con-
straint in (13) becomes

∑
u∈U cu = rc. Then, the distribution

of the common rate for each user does not affect the primary
goal. Accordingly, the SE is rewritten as follows:

SE = rc +
∑
u∈U

rpu. (27)

Consequently, the EE is calculated by dividing the SE by
the system power consumption, expressed as

EE =
SE

PBS + PR
. (28)



B. Problem Formulation

To handle the multiple-target objective of maximizing the
SE while minimizing the power consumption of the transmitter
and active RIS, we formulate an optimization problem of
maximizing the EE by jointly designing the precoding matrix
and active RIS reflecting matrix. Accordingly, the formulation
of the problem is expressed as

(P1): max
W,Φ

EE (29a)

s.t. tr
(
ΘDAC

θ WWH
)
≤ PBmax, (29b)

PR ≤ PRmax, (29c)
|ϕn| ≤ ψmax, n ∈ N , (29d)

where (29b) and (29c) are the constraints of power consump-
tion at the BS and RIS, respectively, and (29d) indicates the
value range of the RIS elements.

Solving Problem (P1) is challenging because the objective
is nonconvex, and optimization variables are highly coupled.
Fortunately, as demonstrated in numerous recent works [42]–
[45], DRL has emerged as an efficient tool for addressing
such problems. Therefore, we propose a DRL-based method
to solve the considered problem. However, a key issue is how
to evaluate the proposed DRL method. To address this, we pro-
pose another approximation method that alternately optimizes
the variables based on the successive convex approximation
(SCA) method. This method is an effective solution to such a
problem, as evidenced by its performance in numerous prior
studies [30]–[32]. Accordingly, we propose two approximate
approaches: first, we transform the problem into a reinforce-
ment learning-based problem and propose a DRL framework
to resolve it; second, we relax the nonconvex objective func-
tion and apply an alternating optimization method.

V. DEEP REINFORCEMENT LEARNING-BASED SOLUTION

A. Reinforcement Learning-based Problem

To solve the nonconvex problem (P1), we propose a DRL
framework named Proposed-DRL, which is an effective ap-
proach for solving such a problem. First, we transform (P1)
into an RL-based problem, which contains an agent trained
to decide actions based on the environment’s state to get a
suitable reward. With high-power computation complexity, the
agent is deployed at the BS, and the entire system is the
working environment. Here, the state space, action space, and
reward function are defined as follows:

• State space: At each time step, the state space indicates
the change in the environment. In this system, the state
space contains the channel condition between the BS and
users obtained by transmitting via the RIS links [46].
Accordingly, the state space at time slot t is expressed as

s[t] = {hR
u [t],HB[t], u ∈ U}. (30)

• Action space: The action space contains all the variables
the agent has to decide. Therefore, the action space in
this system contains the precoding matrix and the active
RIS reflecting matrix. At time slot t, it is expressed as

a[t] = {W[t],Φ[t]}. (31)

• Reward function: The reward function indicates how well
the action is designed. In this maximization problem, the
reward is calculated as the objective function, which is
calculated as

r[t] =
rc[t] +

∑
u∈C r

p
u[t]

PR[t] + PBS [t]
. (32)

The agent reinforces its decision through the training pro-
cess by interacting with the environment and updating the
policy according to the received reward. To update the policy,
many DRL algorithms have been proposed and demonstrated
their effectiveness in AI-related research. In this work, we
apply a well-known DRL algorithm named deep deterministic
policy gradient (DDPG) [47], which designs actions using neu-
ral networks (NNs). Many previous studies have demonstrated
its efficacy [42]–[45].

B. Proposed Deep Reinforcement Learning framework

1) Constraint-matching Function: By applying the training
algorithm, the agent is trained and updated on its policy to
decide the appropriate action. However, the action decided
by the NNs may not satisfy the constraints in (29), violating
the system’s essence. To address this challenge, let Wd ≜
[wd

c ,w
d
1 , . . . ,w

d
U ] and Φd ≜ diag

(
ϕd1, . . . , ϕ

d
N

)
denote the

precoding and active reflecting matrices obtained by the NNs,
respectively, we propose a constraint-matching function that
maps Wd and Φd to the corresponding W and Φ, satisfying
the constraints. This function is denoted as M(·).

To ensure constraint (29b), we introduce a new action, pB ∈
[0, 1], denoting the fraction of power the BS uses for trans-
mission. Let W′ ≜ 1√

pBPBmax
W, i.e., W = W′√pBPBmax,

denote the normalized precoding matrix so that we rewrite the
constraint (29b) as pBPBmaxtr

(
ΘDAC

θ W′(W′)H
)
≤ PBmax.

Accordingly, constraint (29b) can be equivalently split into
two sub-constraints as

pB ∈ [0, 1], (33a)

tr
(
ΘDAC

θ W′(W′)H
)
= 1. (33b)

By using the DRL algorithm that applies NNs to decide
action, we can normalize the range of the action by the
activation functions. According to the constraint (33a), we
normalize the decided action to the range of [0, 1], satisfying
this constraint. To ensure constraint (33b), we propose the
following proposition.

Proposition 2. To satisfy constraint (33b), element at m-th
row and u-th column of W′, w′

m,u, can be calculated as

w′
m,u =

wd
m,u√∑M

m=1 θ
DAC
m

∑U+1
u=1 |wd

m,u|2
, (34)

where wd
m,u is the element at m-th row and u-th column of

Wd.

Proof. Based on (34), we aim to prove that the normalized
precoding matrix, W′, satisfies constraint (33b). Then, we first
express the multiplication inside the trace operation, which is
performed in (35) at the top of the next page. Accordingly,



ΘDAC
θ W′(W′)H = diag

(
θDAC
1 , . . . , θDAC

M

)w′
1,1 w′

1,2 . . . w′
1,U+1

. . . . . . . . . . . .
w′

M,1 w′
M,2 . . . w′

M,U+1

w′
1,1 w′

1,2 . . . w′
1,U+1

. . . . . . . . . . . .
w′

M,1 w′
M,2 . . . w′

M,U+1

H

=

θ
DAC
1

∑U+1
u=1 |w′

1,u|2 . . . . . . . . .

. . . θDAC
2

∑U+1
u=1 |w′

2,u|2 . . . . . .

. . . . . . . . . θDAC
M

∑U+1
u=1 |w′

M,u|
2

 .
(35)

the left-hand side of the constraint (33b) can be calculated as

tr
(
ΘDAC

θ W′(W′)H
)
=

M∑
m=1

θDAC
m

U+1∑
u=1

|w′
m,u|2

=

M∑
m=1

θDAC
m

U+1∑
u=1

|wd
m,u|2∑M

m=1 θ
DAC
m

∑U+1
u=1 |wd

m,u|2

= 1.

(36)

This completes the proof.

Next, we let Φ′ ≜ diag
(
ϕ′1, . . . , ϕ

′
N

)
denote the normalized

active reflecting matrix that satisfies the constraint (29d). With
the action range of [0, 1], i.e. ψd

n, φ
d
n ∈ [0, 1], the n-th elements

in Φ′, ϕ′n ≜ ψ′
ne

jφ′
n , can be calculated as

ψ′
n = ψd

n ∗ ψmax,

φ′
n = φd

n ∗ 2π.
(37)

To ensure constraint (29c), we introduce a new action, pr ∈
[0, 1], as the fraction of power the RIS uses. Then, the power
consumption at the RIS can be presented as

PR = prPRmax. (38)

By substituting (23) and (24) into (38) , constraint (29c) can
be rewritten as

tr
(
ΦHBΘDAC

θ WWH(ΦHB)H +ΦΦHσ2
r

)
= ξ (prPRmax −N(Pc + PDC)) .

(39)

As the active reflecting matrix Φ′ may not satisfy the above
constraint, we normalize it using the following proposition to
ensure that (39) holds at every time slot.

Proposition 3. By denoting G ≜ HBΘDAC
θ

1
2W, constraint

(29c) can be satisfied by normalizing the active reflecting
matrix as follows

Φ =

{
Φ′, if Φ′ satisfies (29c),
CΦ′, if Φ′ violates (29c),

(40)

where C ≜

√
ξ

(
prPRmax−N(Pc+PDC)

)
√∑N

n=1 |ϕ′
n|2
(∑U+1

u=1 |gn,u|2+σ2
r

) , gn,u is the ele-

ment at n-th row and u-th column of G.

Proof. Please see Appendix B.

By applying Proposition 3, constraint (29c) is satisfied. It
can be verified that the reflecting matrix Φ obtained from
(40) also satisfies (29d). Particularly, if Φ′ satisfies (29c), then
Φ = Φ′, which immediately follows that Φ satisfies (29d).
Otherwise, if Φ′ violates (29c), then Φ = CΦ′. We can verify

Algorithm 1 Proposed-DRL algorithm
1: Set up algorithm parameters.
2: while e < E do
3: for t from 1 to T do
4: Observe state s[t].
5: Generalize action with actor network:

ad[t] ≜ {pB [t], pr[t],W
d[t],Φd[t]} = µθµ (s[t]).

6: Recalculate action: W[t],Φ[t] = M(ad[t]):

◦ Calculate W′[t] as (34) ⇒ W[t] = W′[t]
√
pB [t]PBmax,

◦ Calculate Φ′[t] as (37) ⇒ Calculate Φ[t] as (40).

7: Perform W[t],Φ[t], observe next state s′[t], reward r[t].
8: Store (s[t], ad[t], s′[t], r[t]) in buffer.
9: Update new state s′[t] → s[t].

10: Randomly choose training samples from the buffer.
11: Update NNs as (47), (48), (49).
12: end for
13: end while
14: return the trained main actor network, µθ

∗
µ .

that the normalizing factor C is less than 1, which is proved
by employing the following lemma.
Lemma 1. If Φ′ violates (29c), the following inequality holds√

ξ
(
prPRmax −N(Pc + PDC)

)
√∑N

n=1 |ϕ′n|2
(∑U+1

u=1 |gn,u|2 + σ2
r

) < 1. (41)

Proof. If Φ′ violates (29c), i.e., (39) does not hold with
equality, which means that

tr
(
Φ′HBΘDAC

θ WWH(Φ′HB)H +Φ′Φ′Hσ2
r

)
>

ξ (prPRmax −N(Pc + PDC)) .
(42)

From Proposition 3, Φ satisfies (39). Thus, we have

tr
(
Φ′HBΘDAC

θ WWH(Φ′HB)H +Φ′Φ′Hσ2
r

)
>

tr
(
ΦHBΘDAC

θ WWH(ΦHB)H +ΦΦHσ2
r

) (43)

By replacing (40) into (43), the following inequality is ob-
tained

ξ
(
prPRmax −N(Pc + PDC)

)
∑N

n=1 |ϕ′n|2
(∑U+1

u=1 |gn,u|2 + σ2
r

) < 1, (44)

which ensures that (41) is held. Therefore, the proof is
completed.

Then, from Lemma 1, we have Φ = CΦ′ with C < 1. This
implies that |ϕn| = C|ϕ′n| < |ϕ′n| ≤ ψmax, i.e., Φ satisfies
(29d).



Fig. 2: Proposed DRL framework.

2) Proposed Deep Reinforcement Learning Algorithm: The
proposed DRL framework is illustrated in Fig. 2. To decide
action, the algorithm utilizes a NN named actor network,
denoted by µθµ(s), where θµ is the NN’s parameter. By
denoting ad ≜ {pB , pr,Wd,Φd} is the action generalized
from the actor network, at time slot t, it can be defined as

ad[t] = µθµ(s[t]). (45)

Accordingly, the constraint-matching function is applied to en-
sure the action constraints, where the precoding and reflecting
matrices are recalculated according to the constraint-matching
function, expressed as

W[t],Φ[t] =M(ad[t]). (46)

The designed precoding and reflecting matrices are then used
to interact with the environment. Then, a tuple of experience
samples, including the state s, action ad, reward r, and next
state s′, is stored into an experience buffer for the training
process.

At each training step, a mini-batch of samples is randomly
chosen from the buffer to update the NN parameters. The
algorithm employs another NN called a critic network, denoted
by QθQ(s, a), to train the actor network, where θQ is the NN
parameter. The critic network expresses the action-value func-
tion of the corresponding state s and action a. Accordingly, the
actor network parameter is updated using the policy gradient
ascent function as

∇θµJ =
1

B

B∑
b=1

(∇aQ
θQ(s, a)|s=sb,a=µθµ (sb)

∇θµµ
θµ(sb)),

(47)
where B is the training sample mini-batch size and sb is
the state of sample b. Then, the critic network parameter is
updated by using the policy gradient descent for a loss function
expressed as

L =
1

B

B∑
b=1

(QθQ(sb, ab)− yb)2, (48)

where ab is the action in sample b, yb = rb +
γQ′θQ′ (s′b, µ

′θµ′ (s′b) is the target value calculated by the
reward rb and the Q-value of the next state s′b of sample b with
a discount factor γ. In which, µ′θµ′ (s) and Q′θQ′ (s, a) are the

target actor and critic networks, respectively, for enhancing the
training stability [48]. The parameters of target networks are
updated according to a soft-update strategy with a weight τ ,
expressed as

θµ′ ← τθµ + (1− τ)θµ′ ,

θQ′ ← τθQ + (1− τ)θQ′ .
(49)

To explore the sample in the training process, the algorithm
applies additional noise to the action. The noise follows the
Ornstein-Uhlenbeck process [49], denoted by OU . Then, the
action decided from the NN is expressed as

ad[t] = µθµ(s[t]) +OU [t]. (50)

The proposed DRL-based algorithm is shown in Algorithm 1,
which takes place in E episodes, each has T steps.

VI. PROPOSED ALTERNATING OPTIMIZATION METHOD

In this section, we propose an alternating optimization
method to solve Problem (P1) named Proposed-SBA. Here,
we decompose it into two sub-problems: (i) given the active
reflecting matrix Φ, we optimize the precoding matrix W; (ii)
with the optimized precoding matrix W, we solve the active
reflecting matrix Φ. Using the above two-step optimization,
the solution to (P1) can be obtained by iterative updating.

A. Precoding Matrix Optimization

With the given active reflecting matrix, the precoding matrix
optimization problem can be formulated as

(P1-A): max
W

EE (51a)

s.t. tr
(
ΘDAC

θ WWH
)
≤ PBmax, (51b)

PR ≤ PRmax. (51c)

To deal with the nonconvex objective EE, we approximate
(P1) by introducing auxiliary variables o, α2, β, and ϱ that
represent the EE metric, SE metric, BS power consumption,



and active RIS power consumption, respectively. Accordingly,
problem (P1-A) is transformed to

(P2-A): max
V2A

o (52a)

s.t.
α2

β + ϱ
≥ o, (52b)

rc +
∑
u∈U

rpu ≥ α2, (52c)

PAC + η−1tr
(
ΘDAC

θ WWH
)
≤ β, (52d)

N(Pc + PDC)

+ ξ−1tr
(
ΦHBΘDAC

θ WWH(ΦHB)H

+ΦΦHσ2
r

)
≤ ϱ,

(52e)

tr
(
ΘDAC

θ WWH
)
≤ PBmax, (52f)

ϱ ≤ PRmax, (52g)

where V2A ≜ {W, o, α, β, ϱ}, constraints (52b), (52c), (52d),
and (52e) are obtained by transforming (P1-A) to (P2-A)
with auxiliary variables, which hold with equality at optimum,
(52f) and (52g) are the power constraints corresponding to
(51b) and (51c). The challenge in this problem is caused
by the nonconvexity of the constraints (52b) and (52c). To
tackle this issue, we begin by applying the first-order Taylor
approximation to approximate the left-hand side of constraint
(52b), given as

α2

β + ϱ
≥ (α[i])2

β[i] + ϱ[i]
+

2α[i]

β[i] + ϱ[i]
(α− α[i])

− (α[i])2

(β[i] + ϱ[i])2
(β − β[i])− (α[i])2

(β[i] + ϱ[i])2
(ϱ− ϱ[i])

=
2α[i]

β[i] + ϱ[i]
α− (α[i])2

(β[i] + ϱ[i])2
(β + ϱ),

(53)

where α[i], β[i], and ϱ[i] are the output values of α, β, and ϱ at
i-th iteration, respectively. It can be verified that the function
α2

β+ϱ is convex for β > 0, ϱ > 0 since the corresponding Hes-
sian matrix is positive semidefinite. Therefore, this function
can be lower bounded by its first-order Taylor approximation.
Accordingly, constraint (52b) can be rewritten by a convex
constraint as

2α[i]

β[i] + ϱ[i]
α− (α[i])2

(β[i] + ϱ[i])2
(β + ϱ) ≥ o. (54)

Next, we approximate constraint (52c) by introducing an
auxiliary variable ρ to represent rc. The constraint can be
equivalently expressed as

ρ+
∑
u∈U

rpu ≥ α2, (55a)

rcu ≥ ρ, u ∈ U , (55b)

where (55b) is obtained by combining the approximated
inequality, i.e., rc ≥ ρ, and (12).

For constraint (55a), we introduce variables δu, u ∈ U that
represent rpu, and express constraint (55a) as∑

u∈U
log2(δu) ≥ α2 − ρ, (56a)

1 +
|θADC

u guwu|2∑
k∈{U\u} |θADC

u guwk|2 + NEu
≥ δu, u ∈ U , (56b)

where gu ≜ hR
u ΦHBΘDAC

θ . Then, by applying new vari-
ables εu, u ∈ U , (56b) can be transformed to

|guwu|2 ≥ (δu − 1)εu, u ∈ U , (57a)

εu ≥
∑

k∈{U\u}

|guwk|2 +
NEu

(θADC
u )2

, u ∈ U , (57b)

where (57a) is remaining a nonconvex constraint. Based on
[50, Eq. (B1)], the right-hand side of (57a) satisfies the
following inequality

(δu − 1)εu ≤
ε
[i]
u

2(δ
[i]
u − 1)

(δu − 1)2 +
(δ

[i]
u − 1)

2ε
[i]
u

ε2u, (58)

where ε[i]u and δ[i]u are the output values of εu and δu at i-th
iteration, respectively. Besides, based on [51, Eq. (6a)], we
approximate the left-hand side of (57a) as

|guwu|2 ≥ 2Re
{
(guw

[i]
u )Hguwu

}
− |guw

[i]
u |2. (59)

Accordingly, (57a) can be rewritten by a convex constraint as

2Re
{
(guw

[i]
u )Hguwu

}
− |guw

[i]
u |2

≥ ε
[i]
u

2(δ
[i]
u − 1)

(δu − 1)2 +
(δ

[i]
u − 1)

2ε
[i]
u

ε2u, u ∈ U .
(60)

From equations (56)–(60), constraint (55a) can be equivalently
expressed by the following convex constraints∑

u∈U
log2(δu) ≥ α2 − ρ, (61a)

εu ≥
∑

k∈{U\u}

|guwk|2 +
NEu

(θADC
u )2

, u ∈ U , (61b)

2Re
{
(guw

[i]
u )Hguwu

}
− |guw

[i]
u |2

≥ ε
[i]
u

2(δ
[i]
u − 1)

(δu − 1)2 +
(δ

[i]
u − 1)

2ε
[i]
u

ε2u, u ∈ U .
(61c)

Similarly, following the same process with constraint (55a),
constraint (55b) is equivalently expressed by

log2(λu) ≥ ρ, u ∈ U , (62a)

νu ≥
∑
k∈U

|guwk|2 +
NEu

(θADC
u )2

, u ∈ U , (62b)

2Re
{
(guw

[i]
c )Hguwc

}
− |guw

[i]
c |2

≥ ν
[i]
u

2(λ
[i]
u − 1)

(λu − 1)2 +
(λ

[i]
u − 1)

2ν
[i]
u

ν2u, u ∈ U .
(62c)

where λu, νu, u ∈ U are the introduced auxilary variables, with
λ
[i]
u and ν[i]u being the corresponding values at i-th iteration. By



approximating (52b) and (52c) to convex constraints, problem
(P2A) becomes a convex problem, expressed as

max
V2Ao

o (63a)

s.t. (54), (61), (62), (63b)
(52d), (52e), (52f), (52g), (63c)

where V2Ao ≜ {W, o, α, β, ϱ, ρ, δu, εu, λu, νu, u ∈ U}. This
convex problem can be solved using optimization tools like
CVX, a package for specifying and solving convex programs
[52], [53].

B. Active Reflecting Matrix Optimization

Given the precoding matrix W, the active reflecting matrix
optimization problem can be formulated from (P2) as

(P1-B): max
Φ

EE (64a)

s.t. PR ≤ PRmax, (64b)
|ϕn| ≤ ψmax, n ∈ N , (64c)

which can be approximately transformed to

(P2-B): max
V2B

x (65a)

s.t.
ς2

ϖ
≥ x, (65b)

rc +
∑
u∈U

rpu ≥ ς2, (65c)

PBS +N(Pc + PDC)

+ ξ−1tr
(
ΦHBΘDAC

θ WWH(ΦHB)H

+ΦΦHσ2
r

)
≤ ϖ,

(65d)

ϖ ≤ PBS + PRmax, (65e)
|ϕn| ≤ ψmax, n ∈ N , (65f)

where V2B ≜ {Φ, x, ς,ϖ}, and x, ς,ϖ are the auxiliary
variables. The challenge in solving this problem is the noncon-
vexity of constraints (65b) and (65c). To tackle this issue, we
apply the same process as in sub-section VI-A. As a results,
constraint (65b) can be rewritten by a convex constraint as

2ς [i]

ϖ[i]
ς − (ς [i])2

(ϖ[i])2
ϖ ≥ x, (66)

Algorithm 2 Proposed-SBA algorithm.
1: Initialize:
2: W, Φ;
3: repeat
4: Solve (63) → obtain W.
5: Solve (68) → obtain Φ.
6: Update W, Φ.
7: until convergence
8: return Φ∗,W∗

and constraint (65c) can be approximately expressed as the
following constraints∑

u∈U
log2(Λu) ≥ ς2 − ℘, (67a)

κu ≥
∑

k∈{U\u}

|guwk|2 +
NEu

(θADC
u )2

, u ∈ U , (67b)

2Re
{
(g[i]

u wu)
Hguwu

}
− |g[i]

u wu|2

≥ κ[i]
u

2(Λ
[i]
u − 1)

(Λu − 1)2 +
(Λ

[i]
u − 1)

2κ[i]
u

κ2
u, u ∈ U ,

(67c)

log2(ϵu) ≥ ℘, u ∈ U , (67d)

ℓu ≥
∑
k∈U

|guwk|2 +
NEu

(θADC
u )2

, u ∈ U , (67e)

2Re
{
(g[i]

u wc)
Hguwc

}
− |g[i]

u wc|2

≥ ℓ
[i]
u

2(ϵ
[i]
u − 1)

(ϵu − 1)2 +
(ϵ

[i]
u − 1)

2ℓ
[i]
u

ℓ2u, u ∈ U ,
(67f)

where g
[i]
u ≜ hR

u Φ[i]HBΘDAC
θ , and ℘,Λu,κu, ϵu, ℓu, u ∈

U are the introduced auxiliary variables. Accordingly, (P2-
B) becomes a convex problem with new convex constraints,
expressed as

max
V2Bo

x (68a)

s.t. (66), (67), (68b)
(65d), (65e), (65f), (68c)

where V2Bo ≜ {Φ, x, ς,ϖ, ℘,Λu,κu, ϵu, ℓu, u ∈ U}. This
convex problem can be solved using convex optimization tools.
The proposed-SBA algorithm is summarized in Algorithm 2.

C. Convergence Analysis

In this subsection, convergence analysis for Algorithm 2 is
provided based on the following proposition.

Proposition 4. Algorithm 2 is guaranteed to converge to a
sub-optimal solution to problem (P1).

Proof. Let f(W,Φ), fΦ(V2Ao), and fW(V2Bo) denote the
objective function of problem (P1), problem (63) for given
Φ, and problem (68) for given W, respectively. At the i-th
iteration of Algorithm 2, for given Φ[i], we have

f(W[i],Φ[i])
(f)
= fΦ[i](V [i]

2Ao)
(g)

≤ fΦ[i](V [i+1]
2Ao ) = f(W[i+1],Φ[i]),

(69)
where (f) is due to the fact that the first-order Taylor approxi-
mation in (54) and the approximations in (61c), (62c) are tight
at the current point V [i]

2Ao; (g) is due to the fact that V [i+1]
2Ao is



TABLE IV: Environmental parameters

Parameter Value
bDAC , bADC 2–10 bits

Active RIS size N = 16(4× 4)
PBmax 0-24 dBm
σ2
r , σ2

u -174 dBm/Hz
Bandwidth 10 MHz

PC -10 dBm
PDC -5 dBm
ξ 0.8

PRmax 20 dBm
ψmax 10

Rician factors 1000

3 4 5 6 7 8 9 10
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Fig. 3: Complexity according to the number of users

optimal at i-th iteration. For given W[i+1], performing the
same argument yields

f(W[i+1],Φ[i]) = fW[i+1](V [i]
2Bo) ≤ fW[i+1](V [i+1]

2Bo )

= f(W[i+1],Φ[i+1]). (70)

From (69) and (70), we have

f(W[i],Φ[i]) ≤ f(W[i+1],Φ[i+1]), (71)

which means that the sequence of the objective values of
problem (P1) is monotonically non-decreasing. In addition, the
system EE is upper bounded. Thus, Algorithm 2 is guaranteed
to converge to a sub-optimal solution to problem (P1).

VII. NUMERICAL RESULTS

To evaluate the proposed solutions and system, we simulate
an environment consisting of a BS equipped with 8 antennas
serving 10 users randomly distributed in a range of 50-to-200
meters from the BS. Considering BS as the coordinate origin,
the active RIS is deployed at a position of (10, 20, 10) meters.
The channels between the BS and RIS and between RIS and
users are modeled following the Rician fading channel model,
represented as

HB = LB

(√
f1

f1 + 1
HBLoS

+

√
1

f1 + 1
HBNLoS

)
,

hR
u = LR,u

(√
f2

f2 + 1
hR
u

LoS
+

√
1

f2 + 1
hR
u

NLoS

)
,

(72)

where f1 and f2 are the Rician factors of the BS-RIS and RIS-
user channels, respectively; HBLoS and hR

u
LoS are the line-

of-sight (LoS) components of the channels, which are modeled

according to array response vectors described in [54, sub-
section III-B]; HBNLoS and hR

u
NLoS are the corresponding

non-line-of-sight (NLoS) components modeled as Rayleigh
fading variables; LB and LR,u are the corresponding path-
loss, calculated as: L = −L0 − 10υ log10

(
d
d0

)
[32], with

L0 = 30 dB, υ = 2.2, d0 = 1 m, and d is the distance link.
Table IV summarizes the other environmental parameters. NNs
in the DRL algorithm have two hidden layers, with 1024 and
512 nodes in the first and second hidden layers, respectively.
The experience buffer has 105 entries, and we set γ = 0.99,
τ = 0.01, and B = 16.

A. Complexity Analysis

In this sub-section, we analyze the complexity of the
proposed approaches and evaluate their feasibility in practical
scenarios.

1) Complexity of the Proposed Alternating Algorithm: The
main complexity of Algorithm 2 lies in solving the convex
optimization problems (63) and (68). The number of variables
in (63) is (U+1)×(M+4). Similarly, the number of variables
in (68) is 4U+N+3. At each iteration step, each sub-problem
can be solved using a CVX toolbox. According to [55], [56],
the computational complexity of solving (63) and (68) are
O
(
((U+1)×(M+4))3.5

)
and O

(
(4U+N+3)3.5

)
, respec-

tively. Consequently, the overall complexity of Algorithm 2 in
each iteration is O

((
(U+1)×(M+4)

)3.5
+(4U+N+3)3.5

)
≈ O

(
(UM)3.5 +N3.5

)
.

2) Complexity of the Proposed DRL Algorithm: Consid-
ering that the DRL approach’s training process is conducted
in advance, we calculate the computational complexity of the
proposed DRL framework when interacting with the environ-
ment based on the actor network. According to [42], [44],
[54], the complexity can be calculated as O

(∑L
l=1 ζl−1ζl

)
.

In which, ζl is the number of nodes at layer l of the network,
where the number of nodes in the input layer (l = 0) and
output layer (l = L) are equal to the number of entries in the
state space s[t] and action space ad[t], respectively, expressed
as

ζ0 = N × (U +M),

ζL =M × (U + 1) +N + 2.
(73)

Accordingly, the computational complexity of the proposed
DRL algorithm is O(NU +NM +MU).

3) Complexity Comparison: Based on the above analyses,
the proposed approaches have polynomial complexities, which
are scalable to the environment. For instance, the complexity
of the alternating-based approach are O(U3.5), O(M3.5), and
O(N3.5) in accordance with the number of users, BS antennas,
and reflecting elements, while the DRL-based approach has
the linear complexity with these parameters. As illustrated
in Fig. 3, the complexity of the Proposed-SBA algorithm
dramatically increases with the number of users, whereas
the Proposed-DRL remains relatively minor. Therefore, the
Proposed-SBA algorithm is mainly suitable for small-scale
environments, but even in these cases, it requires significant
computational resources, making high-performance computing
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Fig. 4: Training results of the Proposed-DRL algorithm with different learning rate.
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Fig. 5: Convergence of the Proposed-SBA algorithm with different transmit power.

systems necessary for efficient execution. On the other hand,
the Proposed-DRL algorithm, with its lower computational
complexity, is better suited for practical applications. However,
its reliance on fixed feedforward neural networks limits its
adaptability to changes in state and action scales, requiring
time-consuming retraining when these scales change. Thus,
the DRL approach is more appropriate for environments
with stable scales than dynamic ones. Future research could
explore integrating alternative neural network architectures,
such as liquid neural networks, to enhance adaptability and
effectiveness in more dynamic settings.

B. Convergence Analysis

First, we evaluate the convergence of the proposed DRL
framework (Proposed-DRL) in different learning rates, where
the actor learning rate (lra) and critic learning rate (lrc) are
experimented with three values of 1e−3, 5e−4, and 1e−4. After
training the agent in 15000 episodes, each with 200 steps, the
case lra = lrc = 5e−4 results in the best reward, where it
hits the convergence value of about 900 after 12000 episodes,
as illustrated in Fig. 4a. The case lra = lrc = 1e−4 has
a reward value of about 800 after 15000 episodes because,
with an undersized learning rate, the parameter updates with
a tiny value after each step, lengthening the training time.
Otherwise, in the remaining case with a high learning rate, the
high value of each updating step makes the model fluctuate
but cannot reach the optimal value. The change in reward is in
accordance with the increase in SE and the stability of power
consumption, as presented in Figs. 4b and 4c. Moreover, we
evaluate the policy loss value during the training period to

observe the training process of the actor network. Based on
(47), we measure the policy loss, Lµ, by

Lµ = − 1

B

B∑
b=1

(QθQ(sb, µ
θµ(sb))). (74)

As shown in Fig. 4d, the policy loss gradually reduces in the
training process, demonstrating an increase in the Q-value of
action over time, i.e., the model is trained well. Also, the
result is consistent with the training reward, where the case
lra = lrc = 5e−4 results the best value and converges after
about 12000 episodes. Hence, we use the model with the best
performance for the evaluation.

Second, we assess the proposed SCA-based alternating
optimization method (Proposed-SBA) convergence in different
environmental scenarios, i.e., maximum BS transmit power.
Here, we set the convergence threshold to 99% of the previous
value, and the initialize values are set to satisfy all the problem
constraints. As illustrated in Fig. 5, all three cases converge
after 40 iterations, with the case of the highest power providing
the best result. Additionally, the convergence of the EE is
consistent with the increase in the SE and the decrease in
the power consumption.

C. Performance Evaluation

This sub-section begins with an analysis of the proposed
system performance in various fading environments by varying
the Rician factors. Besides, we assess the efficiency of the
active RIS system by comparing it with the passive RIS at
different RIS sizes. As observed in Fig. 6, the EE increases
according to the Rician factor values. The small Rician factors
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Fig. 6: RIS system in fading environment.
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Fig. 7: Energy efficiency with different BS transmit power

lead to a high effect of the NLoS components in the commu-
nication channels, boosting the chaos in the signal and thus
reducing the system performance. The results reveal that the
system works well when the Rician factors are higher than
10, reducing performance by about 80%, 7.6%, and 39.5%
when the Rician factors are 10−2, 10−1, and 100, respectively.
Also, the results demonstrate the superiority of the active
RIS schemes over passive RIS schemes, with the EE values
more than 2.2 times higher. Interestingly, Fig. 6c indicates
that the system’s power consumption (PR +PB) with passive
RIS is higher than with active RIS. This is because active
RIS enhances signal propagation more effectively, significantly
reducing the BS’s transmission power. Although an active RIS
can consume more power than a passive RIS, reducing BS
transmission power can offset this, resulting in lower overall
system power consumption with active RIS. Additionally,
large-scale RIS can reduce power consumption compared to
small-scale RIS by providing more effective signal manipula-
tion, allowing for even lower transmission power from the BS
and reducing overall system power consumption. In addition,
using the larger size of the RIS (4 × 4) can improve the
performance, where the EE rises by over 40% compared to
the smaller size (2× 2).

Then, we simulate the following benchmark schemes to
assess the effectiveness of the proposed frameworks

• Quantization with orthogonal multiple access (OMA)
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Fig. 8: Energy efficiency with different ADC’s resolution

and Active RIS (QOMA-AR): We conduct this scheme to
compare the performance of RSMA to the OMA schemes
in the quantized system. According to [57], we simulate
the OMA system using the orthogonal frequency-division
multiple-access (OFDMA) technique, where the BS allo-
cates a dedicated part of the bandwidth for each user with
no inter-user interference.

• Quantization with RSMA and Passive RIS (QRSMA-
PR): This scheme uses the combination of RSMA with
the passive RIS, as considered in [30], [31], in the
quantized system.

• Quantization with OMA and passive RIS (QOMA-
PR): Similar to the QOMA-AR scheme, this system
applies OFDMA in the transmission but combines it with
the passive RIS.

• Optimization using local search-based algorithm
(LSA): We simulate this scheme as a sub-optimal solution
to validate the proposed algorithms by discretizing the
action values and selecting the best strategy at each time
slot. Given the high action space dimensionality, we apply
a low-complexity search method from [58, Algorithm 2]
to solve the problem efficiently.

Fig. 7 illustrates the EE for all the schemes with different
maximum transmit power, where we increase the PBmax from
0 to 24 dBm. As a result, the increment of the transmit power
yields a rise in the EE because of the increase in SE, and the



1 2 3 4 5 6 7 8 9 10
Number of DAC's quantization bits

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

En
er

gy
 e

ffi
cie

nc
y 

(b
ps

/H
z/

J)

(a) Energy efficiency.

1 2 3 4 5 6 7 8 9 10
Number of DAC's quantization bits

2

3

4

5

6

7

8

9

Sp
ec

tra
l e

ffi
cie

nc
y 

(b
ps

/H
z)

(b) Spectral efficiency.

2 4 6 8 10
Number of DAC's quantization bits

0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00

Po
we

r c
on

su
m

pt
io

n 
(Jo

ul
e)

(c) Power consumption.

Fig. 9: System performance with different DAC’s resolution.

EE reaches the peak value at PBmax = 20 dBm. The results
show that the proposed active RIS and RSMA combination
scheme outperforms other benchmarks, where it is about
25.98%, 2.26 times, and 3.51 times compared to QOMA-
AR, QRSMA-PR, and QOMA-PR schemes, respectively. The
improvement of active RIS is also demonstrated in this result,
which is illustrated by the superiority of the proposed scheme
and QOMA-AR compared to the corresponding QRSMA-PR
and QOMA-PR schemes. Besides, the proposed DRL and alter-
nating algorithms obtain approximately the same performance
and demonstrate their superiority, at about 49.7% better than
the LSA scheme. Then, we estimate the EE under various
quantization levels at the receivers, where we vary the number
of ADCs quantization bits from 2 to 10. As depicted in Fig.
8, the EE increases in accordance with the quantization level
because using high-resolution quantizers lowers the quantiza-
tion noise, reducing the signal distortion and thus improving
transmission efficiency. The system performs well when the
quantization levels are higher than 8 bits. In particular, the EE
rises about three times when increasing the quantization level
from 2 to 8 bits. Besides, the OMA schemes (QOMA-AR and
QOMA-PR) perform poorly in low-resolution cases (2 and 4
bits), implying that RSMA is better than OMA in enhancing
systems with high quantization noise.

Finally, we analyze the effect of the quantization level at
the transmitter by varying the number of DACs quantization
bits from 1 to 10. The results are measured in 3000 consec-
utive steps. As displayed in Fig. 9, the EE initially rises as
the number of bits increases from 1 to 4 but subsequently
decreases. The rationale behind this observation is depicted in
Figs. 9b and 9c, where the SE increases as the quantization
level rises and stabilizes when the resolution surpasses 7 bits.
However, the power consumption consistently increases with
the quantization level. Hence, the stability of the SE and the
increase in power consumption cause a deduction in the EE.
Besides, Fig. 9a reveals that the case of 4-bit resolution at the
DAC gives the best EE. However, the SE in that case is only
about 6.78 bps/Hz and is not the best SE case. Therefore, in
practical scenarios, a trade-off between the EE, SE, and power
consumption should be carefully considered in accordance
with the system requirements.

VIII. CONCLUSION

This study concentrated on improving the performance of
a quantized downlink multi-user MISO system, where the
transceivers are equipped with low-resolution converters, by
combining the effectiveness of active RIS and RSMA in the
transmission. In particular, we aimed to maximize the energy
efficiency in this quantized system, which is calculated based
on the spectral efficiency and system power consumption.
To do so, we formulated an energy efficiency maximization
problem considering the constraints of the BS precoding
and active RIS reflecting matrices. The nonconvexity of the
objective presented a tough challenge for solving this problem.
To overcome this issue, we proposed solutions based on
reinforcement learning and alternating optimization. The first
approach presented the problem as a reinforcement learning-
based problem solvable by applying a DRL algorithm named
DDPG. However, the original DDPG algorithm may not satisfy
the problem constraints and thus distort the action accuracy.
Therefore, we proposed a constraint-matching function to
be integrated into the DDPG algorithm, resulting in a DRL
framework that efficiently designs the action while ensuring
the problem constraints. The second approach divided the
problem into two sub-problems: precoding matrix optimization
and active reflecting matrix optimization. Each was solved
using the SCA-based method, involving several mathematical
steps to approximate it to a convex problem that is resolv-
able using convex optimization tools. The simulation results
demonstrated the convergence of the proposed solutions. In
addition, we proved the effectiveness of the proposed system
and algorithms compared to other state-of-the-art benchmark
schemes under various scenarios. Finally, we analyzed the
influence of the quantization levels on the system performance.
The results also show the importance of the trade-off between
EE, SE, and power consumption in practical applications.

In multi-antenna systems, SDMA (space-division multiple
access) can provide an efficient approach by using spatial
separation to allow multiple users to share the same frequency
band without interference. Additionally, RIS deployment can
enhance channel orthogonality, potentially narrowing the per-
formance gap between SDMA and RSMA. However, this
advantage depends on the environment. In dense settings with
close or even co-located users, RSMA remains essential for



interference mitigation. In contrast, SDMA combined with
RIS can perform effectively in distributed environments. This
trade-off merits further research to explore how RIS charac-
teristics affect the relative performance of RSMA and SDMA.

APPENDIX A
POWER CONSTRAINT REFORMULATION

The expectation of the product xq(xq)H is expressed as

E
[
xq(xq)H

]
= ΘDAC

θ WWH(ΘDAC
θ )H +RDAC. (A.1)

Then, taking the trace operator on both sides of (A.1) yields

tr(E
[
xq(xq)H

]
) = tr

(
ΘDAC

θ WWH(ΘDAC
θ )H +RDAC

)
,

(A.2)

where RDAC is calculated as

RDAC = ΘDAC
θ ΘDAC

ϑ diag
(
E
[
xxH

])
= ΘDAC

θ ΘDAC
ϑ diag

(
WWH

) (A.3)

Using the relation θDAC
m = 1− ϑDAC

m yields ΘDAC
ϑ = IM −

ΘDAC
θ . Then, (A.3) can be rewritten as

RDAC = ΘDAC
θ (IM −ΘDAC

θ )diag
(
WWH

)
. (A.4)

Substituting (A.4) into (A.2) yields

tr
(
E
[
xq(xq)H

])
= tr

(
ΘDAC

θ WWH
(
ΘDAC

θ

)H)
+ tr

(
ΘDAC

θ diag
(
WWH

))
− tr

(
ΘDAC

θ ΘDAC
θ diag

(
WWH

))
.

(A.5)

For a given real diagonal matrix, ΘDAC
θ ≜

diag(θDAC
1 , θDAC

2 , . . . , θDAC
M ), the first term in (A.5) is

transformed into

tr
(
ΘDAC

θ WWH
(
ΘDAC

θ

)H)
= tr

(
ΘDAC

θ ΘDAC
θ WWH

)
,

(A.6)
and the last term in (A.5) is transformed into

tr
(
ΘDAC

θ ΘDAC
θ diag

(
WWH

))
= tr

(
ΘDAC

θ ΘDAC
θ WWH

)
.

(A.7)

From (A.6) and (A.7), we observe that these two terms are
equal. Thus, in (A.5), they are canceled out and we remain

tr
(
E
[
xq(xq)H

])
= tr

(
ΘDAC

θ diag
(
WWH

))
= tr

(
ΘDAC

θ WWH
)
.

(A.8)

As a result, the power constraint (5) is rewritten as

tr
(
ΘDAC

θ WWH
)
≤ PBmax. (A.9)

This completes the proof.

APPENDIX B
PROOF OF PROPOSITION 3

In this part, we prove that the normalized active reflect-
ing matrix, Φ ≜ diag (ϕ1, ϕ2, . . . , ϕN ), satisfies constraint
(29c), that is, the equation (39) is held. By letting G ≜

HBΘDAC
θ

1
2W ∈ CN×(U+1), we first reform the left side

of (39) as

tr
(
ΦHBΘDAC

θ WWH(ΦHB)H +ΦΦHσ2
r

)
= tr

(
ΦGGHΦH

)
+ σ2

r tr
(
ΦΦH

)
=∥ ΦG ∥22 +σ2

r ∥ Φ ∥22

=

N∑
n=1

U+1∑
u=1

|ϕngn,u|2 + σ2
r

N∑
n=1

|ϕn|2

=

N∑
n=1

|ϕn|2
(

U+1∑
u=1

|gn,u|2 + σ2
r

)
.

(B.2)

We replace (40) to (B.2) using (B.1). Then, (39) is obtained,
which proves the proposition.
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