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Abstract—Intelligent reflecting surface (IRS) is a promising 6G
technology that can improve wireless communication capacity
in a cost-effective and energy-efficient manner, by adjusting a
large number of passive reflectors to appropriately change the
signal propagation. In this study, we identified the achievable
rate region of a two-hop interference channel with distributed
multiple IRS relays. To do so, we formulated a non-convex
problem that characterizes the rate-profile, and found its solution
using successive convex approximation (SCA). We then proposed
an alternating direction method of multipliers (ADMM) and
alternating optimization (AO) based distributed and low-complex
IRS control that maximizes the achievable sum-rate, and proved
its convergence and optimality. We then compared the proposed
IRS control with semi-definite relaxation (SDR)-, random phase-
, deep reinforcement learning (DRL)- based IRS controls, and
optimal amplify-and-forward (AF)-, interference neutralization
(IN)-, and decode-and-forward (DF) based relaying schemes.
We demonstrated that the proposed control with multiple IRS
elements outperforms the benchmark controls in terms of the
achievable rate region, achievable sum-rate, and energy efficiency
under same power budget. We also confirmed that the discrete
phase approximation of the proposed control provides near-
optimal performance with fewer bits, and the proposed control
is robust under imperfect CSI condition. The proposed controls
can be efficiently applied to large-scale multi-pair multihop
device-to-device and machine-type device communications in the
interference-limited or low-powered dense networks of 5G and
6G environments.

Index Terms—Coordinated relay, intelligent reflecting surface,
interference channel, multihop multi-pair transmission

I. INTRODUCTION

HE unprecedented demands for high quality and ubig-

uitous wireless services impose enormous challenges
to existing cellular networks. Applications such as rate-
centric enhanced mobile broadband (eMBB), ultra-reliable and
low-latency communications (URLLC), and massive machine
type communications (mMTC) services are the targets for
the design of fifth-generation (5G) communication systems.
However, the goals of sixth-generation (6G) wireless com-
munication systems are expected to be transformative and
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revolutionary encompassing applications such as data-driven,
instantaneous, ultra-massive, and ubiquitous wireless connec-
tivity, as well as connected intelligence [1]. To achieve this
goal, an intelligent reflecting surface (IRS) and its various
equivalents have emerged as a new and promising solution.
The advantages of an IRS are as follows [1]. First, such
a surface can easily be applied to building facades, indoor
walls, aerial platforms, roadside billboards, highway polls, and
vehicle windows. Second, an enhanced spectral efficiency en-
hancement is provided by forming line-of-sight (LoS) links be-
tween base stations (BSs) and mobile users and enhancing the
received signal-to-interference-plus-noise ratio (SINR). It is
also more energy-efficient and environment-friendly than con-
ventional amplify-and-forward (AF) and decode-and-forward
(DF) systems. Third, it can operate in a full-duplex (FD) and
full-band transmission without requiring additional power for
signal amplification/regeneration as well as a sophisticated
processing for self-interference cancellation. Finally, it can be
densely deployed in wireless networks at low cost and with a
low energy consumption because it mainly constitutes passive
devices without the need for active transmit RF chains.

There have been many recent studies on IRSs. Some initial
efforts have been focused on employing IRSs for realizing
smart radio environments in wireless networks: IRS prototype,
holographic multiple-input multiple-output (MIMO) surfaces
[2], [3], hardware architectures [4], [5], electromagnetic-based
communication-theoretic framework for analyzing and opti-
mizing metamaterial-based IRSs [4], and several application
scenarios under different assumptions [6], [7]. However, new
challenges keep arising in the design and implementation of
IRS-aided wireless systems. Moreover, there is an insufficient
number of studies on optimal IRS control in IRS-assisted
multihop networks.

A. Related Work

1) IRS in single-hop single-pair transmission: Many stud-
ies [8]-[14] have focused on IRS-assisted point-to-point com-
munications. J. Zhang et al. [8] studied a statistically robust
beamforming design for an IRS-assisted multiple-input single-
output (MISO) wireless system under imperfect channel state
information (CSI). This design aims at jointly optimizing
the transmit/receive beamformers and IRS phase shifts to
minimize the average mean squared error (MSE) at the user
side. H. Guo er al. [10] proposed a discrete IRS phase
control approach for an IRS-aided multiuser MISO system.
It maximizes the weighted sum-rate by jointly optimizing the



active beamforming at the base-station (BS) and the passive
beamforming at the IRS. In addition, S. Zhang et al. [11] and
N. Perovic et al. [12] characterized the fundamental capacity
limit and achievable rate of IRS-aided MIMO communication
systems by jointly optimizing the IRS reflection coefficients
and the MIMO transmit covariance matrix. Q. Wu et al. [9]
and Z. Yang et al. [13] proposed low-complexity distributed
algorithms where the access point (AP) and IRS independently
adjust the transmit beamforming and phase shifts in an alter-
nating manner. In [9], the total received signal power at the
user side is maximized, whereas in [13], the energy efficiency
of the network is maximized by dynamically controlling the
on-off status of each IRS as well as optimizing the reflection
coefficient matrix of the IRSs.

2) IRS in single-hop multi-pair transmission: Some stud-
ies [15]-[19] have considered the achievable rates in an
IRS-assisted multi-pair source-destination model with direct
source-to-destination channel. W. Huang et al. [15] investi-
gated the achievable rate region of an IRS-assisted MISO
interference channel, which exploits the additional design
degree-of-freedom (DoF) provided by the coordinated IRSs
to enhance the desired signal and to suppress interference,
thereby enlarging the achievable rate region of the interference
channel. To address the non-convex optimization problem,
an iterative algorithm was proposed to optimize the trans-
mit beamforming through the second-order cone program
(SOCP), and reflective beamforming through the semi-definite
relaxation (SDR). Z. Zhang et al. [16] proposed the concept
of an IRS-aided cell-free network to improve the network
capacity with low cost and power consumption. Then, for the
proposed IRS-aided cell-free network in a typical wideband
scenario, a joint precoding design problem at the BSs and
RISs is formulated to maximize the network capacity. Owing
to the non-convexity and high complexity of the formulated
problem, an alternating optimization algorithm is developed
to solve this challenging problem. Simulation results verify
that, compared with the conventional cell-free network, the
network capacity of the proposed scheme can be significantly
improved. S. Huang et al. [17] proposed a fully decentralized
cooperative beamforming in IRS-aided cell-free networks. It
first transforms the centralized weighted sum-rate maximiza-
tion problem into a tractable consensus optimization problem,
and an incremental ADMM algorithm is proposed to locally
update the beamformer. M. Hua er al. [18] proposed an IRS-
assisted joint processing coordinated multipoint (JP-CoMP)
transmission from multiple BSs to multiple cell-edge users.
By considering the fairness among cell-edge users, the authors
aim at maximizing the minimum achievable rate of such users.
Furthermore, the proposed JP-CoMP design significantly out-
performs the conventional coordinated scheduling/coordinated
beamforming coordinated multipoint (CS/CB-CoMP) design
in terms of the max-min rate. A. Bafghi et al. [19] studied
the DoF of the time-selective K -user interference channel
in the presence of an IRS. It is well known that the sum
DoF of the time-selective K -user interference channel without
IRS is K/2. However, it shows that an IRS-assisted K -user
interference channel is able to enlarge the DoF region and
provide the full K sum DoF, when the number of IRS elements

is sufficiently large.

3) IRS in multi-hop transmission: The direct communi-
cation links may be blocked by both thick walls in indoor
scenarios and trees and large buildings in outdoor scenarios,
particularly in high-frequency millimeter-wave communication
systems. Some studies [20]-[24] considered the achievable
rates in an IRS-assisted source-destination model with indirect
source-to-destination channel. In particular, Z. Peng et al.
[20] derived the achievable rate of the IRS-assisted single-
antenna transmitter and receiver system when considering the
statistical CSI, which is easier to obtain because it varies more
slowly. Using a genetic algorithm (GA) method, continuous
and discrete phase shift optimization problems were solved.
Assuming that one of multiple IRSs is selected to aid in the
communication process, L. Yang et al. [21] presented an exact
analysis for the outage probability, closed-form expressions for
the asymptotic outage probability, the asymptotic sum-rate,
and the capacity scaling law. H. Du et al. [22] proposed RIS-
aided and AF relay systems, which consider the fluctuating
two-ray (FTR) distribution to model the small-scale fading
within the mmWave frequency, whereas previous works used
Rayleigh or Rician fading. J. He et al. [23] proposed a
distributed IRS-empowered communication network architec-
ture, where multiple source destination pairs communicate
through distributed multiple IRSs. With this architecture, a
fractional programming based alternating approach to maxi-
mize the achievable sum-rates was developed. In particular, the
closed-form expressions are proposed for coordinated passive
beamforming at the IRSs. M. Zeng et al. [24] studied the
resource allocation for an IRS-assisted uplink system, where
the BS is equipped with multiple antennas. In this case, a
joint optimization of the transmit power of the users, active
beamforming at the base station, and passive beamforming at
the IRS are proposed to maximize the overall system energy
efficiency while maintaining the minimum rate constraints of
the users.

B. Motivation, Contribution, and Organization

IRS-aided multi-pair communication systems have recently
become a typical communication approach owing to the rapid
increase in the number of machine-type devices in future
networks. This work considers two-hop IRS-assisted relaying
networks with multiple single-antenna source-destination pairs
communicating through distributed multiple IRS modules,
which has yet to be sufficiently studied. Our main contribu-
tions can be summarized as follows:

o We identified the achievable rate region of a two-hop
interference channel with distributed and cooperative IRS
relays. To do this, we formulated a non-convex problem
that characterizes the rate-profile and found its solution
using successive convex approximation (SCA).

o We identified maximum achievable sum-rate. For this,
we also proposed an alternating optimization (AO) and
alternating direction method of multipliers (ADMM)
based distributed IRS control and proved rigorously the
solution’s convergence and optimality.



o We analyzed that the proposed IRS control has polyno-
mial computation complexity and has lower complexity
than other conventional comparing schemes.

o We demonstrated that the proposed IRS control provides
an enhanced system performance when compared with
semi-definite relaxation (SDR)-, random phase-, deep
reinforcement learning (DRL)-based IRS controls, and
optimal amplify-and-forward (AF)-, interference neutral-
ization (IN)-, decode-and-forward (DF)-based relaying
schemes, in terms of the achievable rate region, achiev-
able sum-rate, and energy efficiency under same power
budget. We also confirmed that the discrete phase approx-
imation of the proposed control provides near-optimal
performance with 3-bit quantizations, and the proposed
control provides robust performance under imperfect CSI
condition.

o The proposed control can be efficiently applied to large-
scale multi-pair multihop device-to-device (D2D) and
machine-type device communications in interference-
limited or low-powered dense networks.

The rest of this paper is organized as follows. In Section II,
we introduce the system model. In Section III, we characterize
the achievable rate region and find the maximal sum rate for
a coordinated IRS system. In Section IV, numerical results
are provided to demonstrate the correctness of our analysis.
Conclusions are presented in Section V.

Notations: We denote the scalar quantities in lowercase
letters (e.g., x), vector quantities in lowercase boldface letters
(e.g., ), and matrix quantities in capital boldface letters (e.g.,
X). The operators (-)7 and (-)* denote the transpose and
complex conjugate, respectively. C and CM*N denote the
space of complex numbers and space of M-by-N complex
matrices, respectively. For a complex number z, |x| represents
the modulus of z; arg (z), Re(z), and Im(x) represent the
argument, real, and imaginary parts of z, respectively; and
j = +/—1 is the complex imaginary unit. For a vector x,
||z||2 denotes the Euclidean norm of «; and diag{xy, ...,z }
denotes an n x n diagonal matrix, whose each diagonal entry is
;. For a matrix A, the notations A" A* and A* represent
the conjugate transpose, complex conjugate, and converged
solution, respectively; tr(A) represents the trace of A (if A
is a square matrix); and vec(A) represents a vector obtained
by stacking the columns of A. For two matrices A and B,
A x B and A ® B represent the Khatri-Rao and Kronecker
products, respectively. In addition, Iy denotes an N-by-N
identity matrix, ¢x(-) denotes the projection onto set F, and
CN (s, ) denotes the circularly symetric complex Gaussian
(CSCQG) distribution of a random complex vector with mean
vector p and covariance matrix .

II. SYSTEM MODEL: TWO-HOP INTERFERENCE CHANNEL
WITH MULTIPLE IRS RELAYS

In this study, we focused on two-hop multiple IRS based
relaying system. In the relaying system, the direct commu-
nication links may be blocked by both thick walls in indoor
scenarios and trees and large buildings in outdoor scenarios,
particularly in high-frequency millimeter-wave communication

systems. Here, the IRS can be easily installed at the desired lo-
cation as needed. Therefore, we assume there is no direct path
between sources and destinations. As shown in Fig. 1, a two-
hop interference channel with L IRSs is considered to aid the
communication between K pairs of sources and destinations.
Each pair is indexed by k& € K 2 {1,2,...,K}. For k € K,
both the k-th source and its destination are equipped with
one antenna. Each IRS is indexed by i € L 2 {1,2,...,L}.
For ¢ € L, the i-th IRS has M; reflecting elements. For the
distributed multiple IRS, we also assume one central controller
which is deployed to coordinate the operation of all IRSs.
Each IRS module updates its local phase shift and the central
controller aggregates local phase shifts. Here, the global phase
aggregation can be efficiently computed using the recent over-
the-air-computation (AirComp) technique [25].

A. Channel Model

We denote e; ) € CMix1 o be the channel-coefficient

vector from the k-th source to the ¢-th IRS, and FE; e

(€1, ..., € k] € CMi*K (0 be the matrix that composes these
vectors. Let f,; € CMix1 denote the channel coefficient
vector between the i-th IRS and the k-th destination. In
this work, we assume that the channels experience a block
fading and flat fading. Also, we assume perfect channel state
information (CSI). In practice, the IRSs are deployed on the
facade of a buiding, which are close to the users, therefore we
can assume that the line-of-sight path exists in the source-IRS
links and IRS-destination links. Thus, the channel e; ;, can be
modeled as a Rician fading channel as follows:

LoS NLoS
€k = z y 1
N i (\/1+n V1+ ) )

where 7)(d; 1) is the large-scale path loss component of the
channel that depends on the distance d;j between the k-
th source and i-th IRS; (eiL)‘;CS , eNk"S) is the small-scale
component including LoS and NLoS components, respectively,
and x; is the Rician factor. Elements of the NLoS component
are i.i.d and follow the complex Gaussian distribution with
zero mean and unit variance. For the LoS components, we
consider that each IRS has uniform rectangular array (URA),
then the LoS component eLOS can be modeled as follows [26]:

ery =a (a5, BN, 2)
where a}9* and B\ are the azimuth angle of arrival (AoA)

and elevatlon AoA respectively, at the i-th IRS from the k-

A0A QAoA
th source; a (alk Bk )

expressed as:

is the steering vector, which is

a (i, B1%%) = au (a2t B10Y) © an (i3, B12%)
c (C]\/fixl7 (3)

MR BNA) € CMIT and ay, (ol B00) €
represent the steering vector in the vertical and
horizontal directions, respectively. Here, M} and M} denote
the number of IRS elements along the vertical and horizontal

where a, (a
M x1
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Fig. 1. RIS-aided Multihop Multi-Pair Unicast Network

axes, respectively. Accordingly, each element of these vectors
are modeled as follows [26]:

(@, (5, ﬁzA)}nl = B 1) cos(BLY) cos(ad).
Vo € {1,2,..., M}}, @)

an (ol S| = e b AR )
Vny € {1,2,..., M]'}, 5)

where d and A\ are the distance between the adjacent IRS
elements and carrier wavelength. For simplicity, we set d/\ =
1/2. Similarly, the channel f, ; can be modeled as follows:

fﬂi%—“s) , (6)

where n(cf;”) is the large-scale path loss component and cfk,i
is the distance between the i-th IRS and k-th destination; xo
is the Rician factor; fl,jfgos are the NLoS components, whose
elements are i.i.d and follow the complex Gaussian distribution

with zero mean and unit variance; fI];on are the LoS compo-
nents, and f]lgols =a a‘,?’oiD, 2";]3%, where (a‘,??iD, ,‘;‘;D) are
the azimuth angle of departure (AoD) and elevation AoD from
the i-th IRS to the k-th destination, respectively.

K2 LoS 1
14—f-€2fk’Z N 1+ ko

Fri = \/n(dr:) (

B. Discussion on Channel Estimation

In this work, in order to find the optimal phase shift, the
IRS-relay system requires accurate channel state information
including source-IRS, i.e., {e; x } and IRS-destination channel
vectors, i.e., {f} ,;}. Archiving high-accurate CSI is a chal-
lenge, due to the high dimension of those channel vectors with
large number of IRS elements. In addition, all IRS elements
are passive, which is not capable of signal processing, so it
is difficult to realize the channel estimation. However, some
recent practical channel estimation and acquisition techniques
can be used for obtaining the perfect CSI, such as the brute-
force method in [27], the discrete Fourier transform (DFT)-
matrix quantization in [28], the compressed sensing method
in [29], the efficient CSI acquisition method for RIS-aided
mmWave network [30], the fast channel estimation [31], and
the transforming fast fading channel to slow fading channel
[32]. With the help of those works, we assumed perfect CSI
and slow fading. In fact, the performance with perfect CSI can

Destinations

be treated as an upper bound of the performance in the real
IRS networks.

C. Signal Model

Let si denote the transmit symbol from the k-th source, for
k € K. The transmit symbols are assumed to be independent
and identically distributed (i.i.d.) CSCG random variables with
zero mean and unit variance, i.e., ]E[SkSZ] =0, for k # k and

sp ~ CN(0,1),Vk € K. Denote s 2 [$1, s SK]
as the vector of the transmit symbols from all sources in /.
We assume that the IRSs can operate in FD mode with AF
protocol without self-interference. Hence, the received signal
at the k-th destination is written as

T c (CK><1

L L
— -1
Yk = E VPefr i ®i€i sk + E fi.®.E; P25, + ny,
i—1 i=1

Desired signal (ys,x) Interference signal (y; 1)

)

where ®; 2 diag{e/%1, ... e/} ¢ CMixMi jg the
reflection-coefficient matrix of the i-th IRS, and 6;,, is
the phase shift of the m-th element of the i-th IRS. For
each m € {1,..,M;}, applying the change in variable
Gim = €%im yields ®; = diag{¢i1,..., i} We de-
note ¢, 2 [Gi1, . Ping;]T € CMixl ag the collection
of diagonal entries of the matrix ®;, nj; is the additive
noise at the k-th destination with distribution CAN(0,02),

_ A _ = A
Sk = [Sla'"78k71a8k+17"'78K]T € (C(K 1)><17Pk =
dlag{plAa vy Pk—15Pk+15- - - 7pK} S (C(K_l)X(K_l)7 and
Ei,k = [eiﬁl,...,ei7k_1,ei7k+1,...,ei,;(] c (CJMiX(K—l)

denote the vector of the transmit symbol targeting destina-
tions excluding the k-th destination, the corresponding power
matrix, and the matrix containing vectors of the channel
coefficients from the corresponding source to the ¢-th IRS,
respectively. Let yg, and yr, be the desired signal and
interference signal, respectively. Accordingly, Ps; and Py
are denoted as the desired signal power and interference signal
power at the k-th destination, respectively. They are expressed
in the closed forms given in the following proposition.

Proposition 1. The desired signal power and interference
signal power are as follows:



(a) The desired signal power is given by

Psi = Ellys k] = pr(0” Siep),

T
A T T L M;
where ¢ = {¢1,...,¢L] € CXita Mixl g, = (el ) *
H

: A
Fia)sooo (el * f&)} e CTLM and 8, 2

akak{{ = CE'iLzl M’ixzle M; .

(b) The interference signal power is given by

Pry =Ellyr1*] = " K10, 9)

Al(m p\T . or = i\ T
where By, = (El)kPk) * Flots oo (EL);CPk) *frr| €
CE-VXTi M and K, 2 BIB), € CXita Mix i, Mi

Proof. Please see appendix A. [

From Proposition 1, the SINR at the kth destination in the
system is obtained as

H
S
SINR,, = PE(P75k0) (10)
¢ Kpp+o]
The achievable rate at the k-th destination is given by
R, (¢) = logy(1 + SINRy,). (11)

In the following section, we propose two algorithms for finding
the achievable rate region and optimal sum-rate of the two-
hop interference channel with multiple coordinated IRSs.

III. PROPOSED ALGORITHMS

A. Characterization of Achievable Rate Region

The achievable rate region is defined as the set of rate-tuples
that are simultaneously achievable at all destinations under the
unit-modulus constraint on the phase shifts at the IRSs. This
is defined as follows:

e U

|¢'i,'m|:1
vme{l,...,M;}VieL

12)

The outer boundary of R is called the Pareto boundary, which
consists of rate-tuples at which it is impossible to increase a
certain user’s rate without simultaneously decreasing that of
other users [33]. Based on the rate profile method [33], the
rate-tuple on the Pareto boundary is obtained by solving the
following problem:

max R (13a)

st.  log,(1+ SINRy) > iR, VkeK, (13b)
|pim|l =1, Vme{l,..M},Viel,  (13c)

where the given rate-profile vector g = [u1, ..., |7 satisfies

wr > 0,Vk € K, and Zszl wur = 1. Here, py specifies the
target ratio between the achievable rate of the k-th destination
and the sum rate of the destinations, which is denoted as R.

{(r1,....tx) : 0 <1y < R(9),k € K}

More specifically, our achievable rate region problem is as
follows:

max R (14a)
st log, <1 + M) > iR, VkeKk,
" Krp+o2) ~
(14b)
(13c). (14c)

This problem can be solved by using Gaussian randomization-
based semidefinite relaxation (SDR) together with the bi-
section method [15]. However, the Gaussian randomization
cannot always guarantee to recover the rank-one SDR solution.
In addition, the computational complexity raises very high
with the large number of IRS elements. To address such
issues, we apply the successive convex approximation (SCA)
method, which is a method with performance guarantee and
lower complexity. Due to the non-convexity of the unit-
modulus constraint (13c), the problem can be hard to be
solved. To handle such difficulty, we first relax this con-
straint as |¢; | < 1, for all m € {1,..,M;},i € L, then
the unit-modulus solution will be recovered by using the
projection. The relaxed problem can be solved as follows.
Inspired by [34], we apply SCA method to update (¢, R)
iteratively, which guarantees the achievable rate constraints.
In particular, at iteration ¢, we aim to find ¢)(t) such that
mingexc {Rr(¢™) /) > mingex{Ri (") /ux}, where
qﬁ(t_l) is found at the previous iteration ¢ — 1. To do so, we
first define an auxiliary function as follows:

Fi(¢, R) = (2"F —1)(¢" K¢ + 03) — prdp™ Spp,Vk € K.
(15)

At iteration ¢, we update ¢>(f’) by solving the following
problem:

i F, (t-1) 1
m(;nrglea}é( w(d, R ) (16)
st |bim| <1,¥me {1, M}icl, (7
where
(-1 _ i (t-1) :
R gg}cl{Rk(d) )/ 1} (18)

is the sum-rate obtained from previous iteration, with R, (¢) =
log,(1 + SINRy) is defined in Section II-C. Because the
function F, (¢, R*~1)) is not convex with respect to ¢, hence
we apply SCA method to approximate this function by its
first-order Taylor expansion at previous local point qﬁ(t*l)

, as
follows:
Fi(¢, R*D) < (2R —1)(¢" Ky + 03)
— o (2Re{(6¢ V) S} — (67V) Spp V)
= Fi(¢, 0V RETY) 19)

Besides, by introducing an auxiliary variable z, problem (16)
can be approximated as the following problem:

(20a)

min 2z
@,z



st Fu(g, "D RUED) <2,
7).

Vke K,  (20b)

(20c)

It can be seen that the above problem is a convex problem,
which can be easily solved by the CVX solver [35]. Notice that
(Y 2 =0) is a feasible solution to Jproblem (20). There-
fore, we have z* < 0 and maxk{Fk(qb PRI <
0, which 1mphes that Inaxk{Fk(qb R~ 1))} < 0, or
mingexc {Re(¢")/} > anken{ﬂ%(¢( D)/} This
means that we always find ¢ that leads to non-decreasing
sum-rate R at each iteration ¢. After the SCA-based algorithm
converges, the final phase shift solution 55* is projected onto
the set 7 = {¢ : |¢; m| = 1,Vi,m} to recover the original
solution ¢* that satisfies (13c). The optimal achievable sum-
rate R* is achieved as
*
R* = min (& )
kex Lk

2n

The algorithm for solving (14) is summarized in Algorithm 1.

Algorithm 1 SCA-based algorithm for solving (14)

Input: Initialize iteration index ¢ = 0,¢”), R(®), and toler-
ance € > 0.
Output: R*, ¢*.
1: Repeat
2: leen d) (t=1) and Rt~ D, solve problem (20) to obtain
qb z* and update ¢ ) — qb
3:  Given ¢>(t R , update R(Y) based on (18);
ot t+1;
5: Until The algorithm convergence is met with given toler-
ance €.
6: QEtimal phase shift vector ¢* is achieved by projecting
¢ onto the set F.
7: Optimal achievable sum-rate R* is achieved by (21).

B. Sum-rate Maximization

In this subsection, we optimize the IRS beamforming to
maximize the sum rate at the destinations, subject to the phase
shift constraint at all IRSs. This problem is formulated as

K
Z Ri(o)
k=1

S.t. |¢z,m‘ = 1,

max

(22a)

vme{l,.,M},Viec L  (22b)

1) Equivalent transformation: The sum-rate maximization
is written as

(23a)

Zlog2 (1 +

s.t. (22b)

pr(¢" Sk) >
Hde) + o
(23b)

Throughout the paper, the notation log(-) stands for the natural
logarithm function. By using the change-of-base rule, and

then omitting the factor log,(e) without affecting the problem,
problem (23) is equivalent to

Zlog(

s.t. (220)

pi(¢” Sip) ) (24a)

(24b)

To deal with the sum-of-logarithmic-of-ratios problem, we
apply the fractional programming approach [36], in which
the Lagrangian dual transform and quadratic transform are
employed to take the ratio out of the logarithm and decouple
the numerator and denominator of the resulting ratio term,
respectively. We proceed according to the following steps:
Step 1: Lagrangian dual transform

Introducing a vector of auxiliary variables & = [y, ..., a7,
with a, > 0,Vk € K, the logarithm function in the objective
function is written as

pe(¢” S1p) >

10g< + max{log 1+oap) — ag
" Ky + 03 ( :

o0 (25)
H
S
(0t o) (@ Sro) 2}.
¢ (prSk + Ki)op + 03
Problem (24) is then reformulated as
max fs1(¢, ) (26a)
,Q
s.t. (220), (26b)
ar >0, Vkek, (26¢)
where
K
fs1(¢, Zlog 1+ o) Zak

Z pr(1+ ax) (@ Ske) .
T(pySy + K)o + 03
27)

k= 1

Step 2: Quadratic transform
For the given o, we focus on maximizing the sum-of-ratios
term in the objective function (27), as follows:

pk (14 ap) (@™ Sio)
§ : 28
Y6 S T (S + K)o + 02 &8
st (220) (28b)

Using the quadratic transform technique [36], the above prob-
lem is equivalent to

g)laé [s2(®,8) (29a)
st (22b), (29b)
B, eC, Vkek, (29¢)



where

fs2(¢,8) = ZQ\/pk L+ ap)Re{f; (af) 9)}
(30)
—Z\,@M T(ppSk + Ki)op + 03),
where 3 = [B1, ..., Bk]T is a vector of auxiliary variables, with

Br € C,Vk € K, and a, is the vector defined in (8). Thus,
according to this step, problem (26) is further transformed into
the following problem:

mcilx fs3(o, a, B) (31a)
s.t. (22b), (26¢), (29¢) (31b)
where
fs3(d, Zlog + ay) Z

k=1

+ ZQJmRe{ﬁZ(akH@}
- Z EAR

T(peSi + Ki)¢ +03).

(32)

In the following, we iteratively update «,3, and ¢ in an
alternating manner. Specifically, at each iteration, the problem
is maximized with respect to one variable while the other
variables are fixed. Specifically, o and 3 are updated through
the following proposition.

Proposition 2. a) For the fixed (¢,3), and k € K, optimal
solution o, is found in the following closed form:

& + 1€l V& +4
2 9

where &, = \/prRe{fB; (afl ¢)}.
b) For the fixed (¢, ), and k € K, optimal solution B} is
found in the following closed form:

pr(1+a)(a @)
& (prSk + K1)+ 02

Proof. For the fixed (¢, 3), fs3(¢, ¢, B) is a concave func-
tion of ay,Vk € K, and the optimal «j is then obtained by
solving the equation %ﬂaﬁ) 0. Similarly, for the fixed
(¢, @), fs3(¢p, a, B) is also a concave function of B, Vk € K.

The optimal 5* is then obtained by solving the equation
c?fszd(? aB) _ 0. O
k

af = (33)

B = (34)

2) Optimizing phase shift of IRS: For the fixed (a, (),
problem (31) is reduced as

max fs4(@) (35a)

s.t. (22b), (35b)

where

K
fsale) = Z 2v/pe(1+ ar)Re{; (af ¢)}
- Z 1811 (

For simplicity, let a = Zszl 2+/pi(1 + ag)Bray and A 2
Zle |8|?(px Sk + K}), the function fss(¢) becomes the
following:

(36)
H(prSk + K;)o).

fsa(¢) =Re{a" ¢} — 9" Ag. (37)

To solve problem (35), we employ the ADMM
method [37]-[39]. The main idea of this method is to
decompose the problem into parallel subproblems that can
be solved in closed form. Particularly, we first rewrite this
problem so that it can be fit into the ADMM framework

max

Fos(,®) 2 Fsa(e) — tr ()

st. @—¢=0,
where ¢ is an auxiliary variable for ¢, ¢x(-) is the indicator
function of the set (defined in Section II-A) F = {¢ =
{bim} : |piml = 1,m € {1,.,M;},i € {1,..,L}},
in which ¢x(z) = 0 if z € F; otherwise tr(z) = oo.
The constraint (38b) is the consensus constraint. Then, the
augmented Lagrangian function is given by

Lo, A) = fis(10,9) + Re{A (0 — 6)} = Lo - @3,
(39)

(38a)

(38b)

where A € CXiti Mix1 g the Lagrange multiplier vector
associated with the constraint ¢ — ¢ = 0, and p > 0 is a
penalty parameter for ¢p — ¢ # 0. The dual function is then
given by

G,(A) = max£ 2@, P, ).

a

Thus, the dual problem is formulated as

min - Gp(X). (40)

To solve the primal problem (38), we apply the ADMM which
consists of the following iterations:

' = argmax £,(p, ', X"), (41)
PpEF

¢ = arg max Lo A", (42)

At+1 — At _ p(Lpt—‘,-l _ ¢t+1). (43)

Solving the maximization problem with respect to ¢ in (41)
given (¢, A") implies that
1
Pt =Pr(o' + ;m, (44)

where Pr is the projection onto set F. Therefore, the image
of ! through this projection is specified in closed form as



follows:
Pimt A et 1yt
antghum et Lz g
it = ¢ 10Lmt Al ¢””. phim 70 (45)
Ot otherwise,
where ¢f ., ¢t ., and A are the (i, m)-th components of

', !, and A, respectively. It can be seen that the maximiza-
tion problem in (42) given ('T!, X") is concave; hence, the
solution ¢'™! can be obtained by setting the first derivative
with respect to ¢ to zero. This implies that

PO — ) =a-24¢" - X @6)

This is equivalent to

-1
= <2A+f’fzflMi> (@ ="+ pp"™h). @7)

The algorithms for solving problems (35) and (31) are pre-
sented in Algorithm 2 and Algorithm 3, respectively.

Algorithm 2 ADMM algorithm for solving problem (35)

Input: Initialize a feasible primal-dual point (¢°,¢", X%),
choose the penalty parameter p > 2v/2\n.x(A), and set
the iteration index ¢ = 0. .
Output: Locally optimal phase shift vector ¢ .
1: Repeat
2 Compute ¢! based on (45) in parallel, Vi € £;
3 Compute ¢'™* based on (47);
4 Compute /\§+1 based on (43) in parallel, Vi € L;
5: t+—t+1;
6: Until Convergence is reached.

Algorithm 3 Alternating optimization (AO) algorithm for
solving problem (31)

Input: Initialize a feasible point (a?, 3%, ¢"), and set the
iteration index s = 0.
Output: Locally optimal phase shift vector ¢*.
1: Repeat

2: Compute aZH based on (33) in parallel, Vk € K;

3: Compute ,BZ'H based on (34) in parallel, Vk € ;

4: Apply Algorithm 2 with ¢° = ¢° to obtain the
solution (2)*.

5: Set p°T1 =@,

6: s+ s+1;

7. Until Convergence is reached.

Next, we discuss the convergence of Algorithm 2 through
the following propositions.

Proposition 3. Supposing that p > 2\/5/\,,M(A), where
Amax(A) is the maximum eigenvalue of A, the sequence
{L,(¢", @', A"} is convergent.

Proof. This proof is inspired by [40] with certain
modifications. To prove the convergence, we need to
prove that: £,(¢!, ¢, A") is monotonically increasing and
bounded above.

o L,(pt, @' A") is monotonically increasing:
From the update in (41), we obtain the following:

L' " A") = L0, 0" X)) <0, (48)

Furthermore, we can check the strong concavity of func-
tion £,(p'!, ¢, A") (please see Appendix B). Thus,
from [41], we have

£p(sot+17¢t’)\t) _£p(¢t+17¢t+1,At) <
Pyt ¢
~Llgt - '3,

In addition, from (39) and (43), we have
£p((Pt+1 ¢t+1 At) _ £p(<Pt+1 ¢t+1 At+1)
=Re{(A) ("1 — ¢'*))

—Re{()\t+1)H((,0t+1 _¢t+1)} (50)
= Re((A' = A7) (! - g1}

1
= ;IW — A3

(49)

Moreover, from (43) and (46), we obtain
At —a - 249", (51)
or
A =a—24¢" (52)
Combining (48) to (50), we have
Lo(p", 8" A) = Lo(p, 0", AT
= Ly(" ¢ A) = Lo 9" X)) + L,(0"7 9", AT
— Lot @A) + Lo N
— Lo o AT

1
S L R E N S
Py ttl t24At t+14(2
=—3lle gz + 1A — o)l

p 4
<=5l - ¢lE + ;IIAIIQIW — '3

p 4
<=5l - ¢lE + ;Aiax(A)lldf — o3

=nll¢’ — "3, (53)

where n 2 %)\ﬁmx(A) — £ and the second equality is

obtained by using (51) and (52). According to the choice
of p, i.e., p > 2\/§Amax(A), and thus 1 < 0. As a result,
we obtain £,(p!, @', ") < L, (et @ T AT,

o L,(pt, @' X") is upper bounded:
We have
Ly(¢', ¢",X") =Re{a" 9"} - (¢")" Ag'
+Re{(A) (" — ¢} = L’ = ¢'[3, for ' € F.
(54)
Substituting the expression in (52) into (54) yields

Ly(", ¢\ A') =Refa" @'} — (¢")" A’



+Ref(a—24¢")7 (" — )} = Lll¢" — ¢'I3
2
—Re(a”s'} - (64~ 2aa)8)
P2 ¢ t t\)12
_Pza _
Sl AY' + (o' — 63
< Refa" '}, (55)
where the last inequality holds because A — AA -

0 for p > 2X\nx(A). In addition, applymg the
Cauchy—Schwarz inequality implies that |[Re{a ¢'}| <
l#'llzllall: = /sy Millalla < oo, for @' € F.
Hence, £,(p!, @', A") is bounded from above.

Therefore, the sequence {L,(¢*, o', A")} is guaranteed to
converge. This completes the proof. O

The following proposition states that every limit point
generated by the ADMM in Algorithm 2 is a Karush-Kuhn-
Tucker (KKT) point of problem (35).

Proposition 4. Every limit point generated by the ADMM
method in Algorithm 2 is a Karush-Kuhn-Tucker (KKT) point
of problem (35).

Proof. This proof is inspired by [40] with certain modifica-
tions. From (53), we have

Lo AT = L(0f, 0", X)) > —n| ¢ — o5
(56)

By summing over ¢ from 0 to 7' — 1, we obtain

T—1
L% 8%, X%) > =Y [lo"" - o'|3.

t=0

‘CP(QDTv d)Ta )‘T) -
(57)

Letting T — oo and using the fact that {£,(¢", @', A")} is
convergent (by Proposition 3), it is implied that the series

S0, lp"t — @'||3 is convergent. Thus,
- Gl b
Jim @™ — @[l = 0. (58)
In addition, from (51), (52), and (43), we have
lim A" = Alfly = 0, lim ¢ — " =0. (59
t— 00 t—o0

Let ¢! denote the limit point of the sequence {¢'}. Then,
there exists a subsequence {¢'} of the sequence {¢'} that
converges to d)T. It follows from (58) and (59) that

lim ¢t = lim @Y = ¢, (60)
tj—00 tj—00

lim AYT = lim AY = lim (a — 24¢") = a — 24¢",

tj—00 tj—o00 t —00

(61)

lim @+t = lim @Yt = @', (62)
tj—o0 tj—00
From (62), we obtain

ol e F. (63)

In addition, from (41) we have L,(p't!, ¢ A") >

L,(p, 0", A",V € F. Thus

Jm Ly(@5 ¢, ) > Jim £, (e, @Y, A5), Ve € F.
(64)

This is equivalent to

L,(¢",0",a—240") > L,(p.¢',a—240"),vp e F.
(65)

This means that ¢' = arg maXyeF Ep(<p7¢T,a — 24¢").
Thus, it satisfies the first-order optimality condition

a—2A¢" + 179" =0, (66)

where v is the dual variable vector associated with unit-
modulus constraint of problem (35). It can be verified that
(63) and (66) constitute the KKT conditions for problem (35).
This completes the proof. O

Remark. From Proposition 4, it is worth mentioning that
although Algorithm 2 is convergent, its solution need not to
be a global solution owing to the non-convexity of problem
(35).

The following proposition guarantees the convergence of
Algorithm 3.

Proposition 5. By applying Algorithm 3, the value of the
objective function in problem (31) is nondecreasing if the
solution ¢** in the (s+1)-th iteration satisfies the following
constraint

f53(¢sa a87ﬂs> S fs3(¢s+17
*,8%).

Proof. We can verify that the objective value of fs3(¢, o, 3)
is non-decreasing after each iteration. Indeed, we have

a’, 8%, (67)

for the given («

(a)
asvﬁs) S f33(¢s+laasalgs)
®) o
< fS3(¢S+17aé+1>ﬂ +1)7

where (a) holds owing to condition (67) for the given
(a®,3%), and (b) holds because (a*t!, 3°*1) is the optimal
solution to problem (31) for the given ¢S+1. [

f53(¢ ) (68)

C. Complexity Analysis

In Algonthm 1, in each iteration, the complexity for
computing ¢’ Skq,’) and ¢ Ky for k € K is O(M?),
where M = Zl 1 M;. In step 2, we solve problem (20)
by using the interior-point method (in CVX solver) with the
complexity of O(M?3-3) [26]. Therefore, the total complexity
is O(I(M3® + KM?)), where I is the number of iterations
required for convergence of Algorithm 1. For Algorithm 3, in
each iteration, the complexity for computing o (step 2) and
By (step 3) for k € K are O(M) and O(M?), respectively. In
step 4, we adopt Algorithm 2 to solve the phase shift vector ¢.
In each iteration of Algorithm 2, the complexity for updating
@ is O(M), for updating A is O(M), and for updating ¢
is O(M? + M?) [42]. Here, the complexity of O(M?3) is
due to the computing the inversion for updating ¢ in (47),



which is computed at once and stored in subsequent ADMM
iterations. In addition, the computing of maximum eigenvalue
of A results in the complexity of O(M?3). Therefore, the total
complexity Algorithm 3 is O(Io(K M?+1; M2+ M?3)), where
I,, I, are the number of iterations required for convergence
of ADMM and AO algorithm, respectively. More importantly,
Algorithm 3 can be accelerated by parallel updating {ay, Bx}
and {@; m,Aim} at the sources and the IRS controllers,
respectively. On the other hand, SDR-based schemes can
be applied to Algorithm 1 and Algorithm 2, which will be
used as comparing schemes in the simulation part. In the
first comparing scheme for Algorithm 1, [15] solves the
problem (14) by a series of feasibility problems together
with a bisection search over the sum-rate R. Here, each
feasibility problem is solved by applying the SDR technique.
It’s complexity is O ((MG + KM?)log, (@)), where
Ry, and Ry, are respectively the upper and lower values
of R initialized for the bisection search, ¢ is the predefined
accuracy for bisection search. In the second comparing scheme
for Algorithm 2, in place of ADMM method, the conventional
SDR technique can be applied to find the phase shift solution.
This can be done by reformulating problem (35) as an SDP
problem by relaxing the rank-one constraint, followed by the
Gaussian randomization to reconstruct the rank-one solution.
However, the complexity is O(M®) [43] resulting in the total
complexity of Algorithm 3 being O(I(KM? + M?9)). In
general, the complexity of SDR-based algorithms is very high
when the number of IRS elements M increases. Moreover,
the Gaussian randomization cannot guarantee to generate a
rank-one solution. Therefore, we can say that the proposed
algorithms have lower complexity than the other conventional
approaches, and have polynomial complexity.

IV. EVALUATIONS
A. Simulation Parameters and Comparing Schemes

In this section, the proposed scheme is evaluated in terms
of the achievable rate region, achievable sum-rate, and energy
efficiency. All channel coefficients are generated from channel
model as described in Section II-A. Resulting achievable rates
were averaged over 100 independent and random channel
realizations. According to [44], [45], the simulation parameters
are summarized in Table I. In this evaluation, the comparing
schemes can be summarized as follows:

e SDR-based IRS [15], [46]: For the achievable rate region
characterization, as in [15], we solved problem (14) by
solving a feasibility problem together with a bisection
search over the sum-rate R. Here, the feasibility problem
is solved by applying the SDR technique, which is
reformulating the problem as an SDP problem by relaxing
the rank-one constraint, followed by the Gaussian ran-
domization to reconstruct the rank-one solution. For the
sum-rate maximization, as in [46], the SDR technique
was also applied to solve problem (35).

o Random-phase-shift-based IRS: The phase shifts are ran-
domly generated within [0, 27).

e DRL-based IRS [47]: We transformed the sum-rate max-
imization problem (23) into a deep reinforcement learn-

ing optimization problem by explicitly constructing the
state space, action space, and reward. Particularly, the
state is determined by the channel information, i.e.,
{eix},{ Sk} the action is determined by the phase shift
vector ¢, and the reward is determined as the achieved
sum-rate. Next, we applied the deep deterministic policy
gradient (DDPG) algorithm [47] to obtain the phase shifts
by gradually maximizing the sum-rate via observing the
reward and adjusting the DRL algorithm’s parameters.

e Optimal AF-Relaying [48]: Tt considers a half-duplex
AF relay. Here, second-order cone programming (SOCP)
and SDP problem are formulated, and bisection method
is employed. Without decoding the received signals, AF
relays require no knowledge of the codebooks used by the
transmitters and likely have a lower baseband complexity
and fast signal processing.

o Interference Neutralization (IN) [48]: It is an near-
optimal half-duplex AF relaying scheme that allows the
interference to be canceled over the air in the last hop.

e DF-relaying (selective): The best one among the half-
duplex DF relays is selected based on the achievable
rate. Here, the achievable rate is computed by applying
maximum ratio combining (MRC) and maximum ratio
transmission (MRT) scheme for the data reception and
transmission at each DF relay, respectively.

e DF-relaying (cooperative): All half-duplex DF relays
fully cooperate, i.e. data, channel information, and an-
tenna sharing. This means that all DF relays are treated
as one big DF relay. Likewise above, MRC and MRT
schemes are applied.

B. Achievable Rate Region

In this subsection, we evaluated the proposed SCA-based
approach described in Algorithm 1 for characterizing the
achievable region of the IRS-based system, as well as the
benchmark schemes described in Subsection IV-A. Particu-
larly, we considered an IRS-relaying network in Fig. 2(a),
in which K = 2 source-destination pairs are randomly
and uniformly distributed in a circle centered at (0,0) with
radius of 10 meters and another one centered at (100,0)
with the same radius, respectively. Two IRSs are placed at
(50, 30) and (60, 30), respectively to assist the communication
between two pairs. We assume that the transmit powers at all
sources are the same, i.e., pr = 10 dBm, for k € {1,2};
the noise variance at the AF/DF relays and destinations are
02 = 0% = o For the sake of comparison with AF/DF
relay networks, two AF/DF relays with two antennas each are
used to assist the communication. Here, the transmit power
at each AF/DF relay is set to be the same as the source
transmit power, i.e., par; = ppr,; = 10 dBm, for i € {1,2}.
In addition, to ensure the fair comparison among the IRS-
based and conventional relaying systems (AF/DF), we used
the same power budget, denoted as Pygeet, Which is set to
be 22 dBm. In the following evaluation, IRS-(m,n) denotes
m IRSs, each of which is equipped with n IRS elements,
and relay-(m,n) denotes m AF/DF relays, each of which is
equipped with n active antennas. In Fig. 2(b), when the IRSs



TABLE I
TABLE OF SIMULATION PARAMETERS

Parameters ‘ Values ‘
Bandwidth B 1 MHz
Noise power o2 —94 dBm
Path loss model at distance d n(d) = 30 + 22log,,(d) dB
Rician factors k1, ko 10
Power amplifier efficiency of source, AF, and DF relay v, vap, Vpr 0.8
Signal processing power of each DF relay Pfp; 10 dBm
Circuit power of k-th source and destination Ps 1, Pp 10 dBm
Circuit power of each AF and DF relay antenna Pay, P 10 dBm
Circuit power of each IRS element Py 10 dBm

(50,30)

(60,30)

Sources
I”’
'/ A
/
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% 10m
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(a) IRS-relaying network.

-O-Proposed (IRS-(2,2))

-A-SDR-based (IRS-(2,2))

-5-Proposed (IRS-(2,3))

) -A-SDR-based (IRS-(2,3))
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% AF-relaying (optimal)

-©-AF-relaying (IN)

-DF-relaying (selective)
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(b) Achievable region.

Fig. 2. (a) IRS-relaying network, (b) Achievable rate region with IRS-(2,2), IRS-(2,3), and relay-(2,2).

are equipped with M; = M, = 2 reflecting elements each, it
can be observed that the achievable rate region of the proposed
scheme is larger than other benchmarks except the DF-relaying
(cooperative) scheme. However, when increasing the number
of IRS elements M; and M, to above 3, the achievable rate
region of the proposed IRS-based transmission becomes larger
than the DF-relaying (cooperative) scheme. In comparison
with SDR-based IRS scheme, it can be seen that the proposed
scheme achieves higher achievable rate over different numbers
of IRS elements, e.g., M; € {2,3}. We should notice that
larger number of IRS elements always leads to higher energy
consumption. In our simulation, the increasing number of IRS
elements only results in 10 dBm higher in power consumption.
In this case, the total consumption power is 20.9 dBm, which
is still guaranteed to be lower than the provided total power
budget with Byggec = 22 dBm.

C. Achievable Sum-Rate

In this subsection, we demonstrated the effectiveness of the
proposed Algorithm 3 for the achievable sum rate maximiza-
tion, as compared with the benchmark schemes described in
Subsection IV-A. We consider K sources-destination pairs,
which are randomly and uniformly distributed in the same
circle areas as in the simulation of the achievable rate region.
In addition, there are L = 4 IRSs, which are placed at (40, 30),
(50, 30), (60,30), and (70, 30), respectively. We assume that
the transmit powers at all sources are the same. The noise
variance at the AF/DF relays and destinations are assumed as
02 = 02 = 2. For the setup of AF/DF relay systems, four
AF/DF relays with six antennas each are used to assist the
communication, and the transmit power at each relay is set to
be the same as the source transmit power. For fair comparison,
the power budget for each system is set to be 42 dBm.

In this simulation, we set the number of source-destination
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Fig. 3. Maximum sum-rate with K = 3 under two settings of IRS and AF/DF relay: (a) IRS-(4, 6) and AF/DF relay-(4, 6); (b) IRS-(4, 10) and AF/DF

relay-(4, 6).
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Fig. 4. Maximum sum-rate with K = 4 under three settings of IRS and AF/DF relay: (a) IRS-(4, 6) and AF/DF relay-(4, 6); (b) IRS-(4, 10) and AF/DF

relay-(4, 6).

pairs as K € {3,4}, and considered the two settings: i) IRS-
(4,6) and AF/DF relay-(4,6); ii) IRS-(4,10) and AF/DF relay-
(4,6). In the following, Fig. 3 and Fig. 4 show performance
comparison with K = 3 and K = 4, respectively. First, in
Figs. 3(a) and (b), the proposed algorithm provides a higher
sum-rate than the compared benchmark schemes over all SNR
regions. When we increase the number of IRS elements in
each IRS modules as in Fig. 3(b) (satisfying total power
budget), the proposed control provides 3%, 3%, 484%, and
588% higher performance than SDR-based IRS, RL-based
IRS, DF-relaying (cooperative), and AF-relaying (optimal) at
low SNR (around 0 dB) and 16%, 78%, 109%, and 108%

gain at high SNR (around 30 dB). The proposed IRS scheme
has competitive performance with SDR- and RL-based IRS
schemes in low SNR region, but the performance gap increases
as SNR becomes higher or the number of IRS elements
increases. Second, in Figs. 4(a) and (b), when the number
of source-destination pairs increases, the proposed control
also achieves the best performance. On the other hand, in
Fig. 4(a), we can observe that the proposed control achieves
lower sum-rate than that in Fig. 3(a). The reason is that
the more user pairs, the more interference, and the IRS
only reflects incident signal passively by adjusting its phase
shift without actively processing as AF/DF relaying. However,



increasing the number of IRS reflecting elements as in Fig.
4(b) is able to compensate such weakness. In Fig. 4(b), the
proposed control provides 0.2%, 23%, 386%, and 605% higher
performance than SDR-based IRS, RL-based IRS, DF-relaying
(cooperative), and AF-relaying (optimal) at low SNR (around
0 dB) and 29%, 95%, 104%, and 114% gain at high SNR
(around 30 dB). Here, comparing Fig. 3, we can see that the
performance gap between the proposed scheme and SDR- and
RL-based IRS schemes becomes also larger as the number of
source-destination pairs increases.

D. Energy Efficiency

1) Power consumption model: In our simulation, we con-
sidered power consumption model for the IRS-relaying and
conventional relaying systems, i.e., AF and DF relaying. All
related parameter values can be referred from Table 1. Also,
to ensure the fair comparison among those relaying systems,
we used the same power budget. For the IRS-based relaying
system, the total power consumption consists of transmit
power at the sources, the circuit power of all sources and
destinations, and the circuit power of all IRSs. Mathematically,
the total power consumption can be modeled as [49]:

K L
Paa=> (ipk + Ps + PD,k) +> M;Pr,  (69)
k=1 i=1
where v is the power amplifier efficiency of each source, Pg j
and Pp , are the circuit power of k-th source and destination,
respectively, and P; is the circuit power of each IRS element.
Next, for the AF-relaying case, we consider L AF relays,
where the i-th relay is equipped with M; antennas. The total
power consumption consists of transmit power at the sources
(active only half of the time due to half duplexing) and AF
relays, the circuit power of all sources and destinations, and
the circuit power of all relay antennas. Mathematically, the
total power consumption can be modeled as [44]:

K
1 1
Pt = z_: (Vpk + §PS,k + Pp i
k=1 (70)

L
]' ant
+ ; (VAFPAF,l + M’LPAF) )
where var is the power amplifier efficiency of each AF relay,
Pagp; is the transmit power of the i-th AF relay, and Pay is
the circuit power of each AF-relay antenna. Finally, for the
DF-relaying case, we consider transmit power at the sources
and each DF relay, the circuit power of all sources and
destinations, the circuit power of all relay antennas, and the
signal processing power (decode and encode received signal)
at the relay. Mathematically, the total power consumption can
be modeled as [49]:

K 71 1
Pt = ; (Vpk + §PS,k + PD,k)
=t an

1 roC
+> (VDFPDF’i + Pppg + Miﬂ%’%‘) :
=1

where vpg is the power amplifier efficiency of each DF relay,
PpE,; is the transmit power of the i-th DF relay, P5g" is the
signal processing power of the i-th DF relay, and Py is the
circuit power of each DF-relay antenna.
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Fig. 5. Energy efficiency with K = 4 under two settings of IRS and AF/DF
relay: (a) IRS-(4, 6) and AF/DF relay-(4, 6); (b) IRS-(4, 10) and AF/DF
relay-(4, 6).

2) Results of energy efficiency: In this subsection, we
illustrated the achievable energy efficiency (EE) as a function
of the SNR in dB. The energy efficiency is defined as
EFE = (B X R)/ Py, where B is the transmission bandwidth,
which is set to 1 (MHz); R is the achievable sum rate at the
destinations obtained from subsection IV-C; and Py is the
total consumption power of a specific system (IRS-based or
AF/DF relaying system), which was modeled in the previous
subsection. In this simulation, we used the same settings as



those in subsection IV-C and the number of source-destination
pairs is K = 4.

As shown in Figs. 5(a) and (b), the energy efficiency of
the proposed control is a quasi-concave function of SNR,
i.e., increases as the SNR increases within the interval [0, 15]
dB, then decreases as SNR is larger than 15 dB. However,
the proposed scheme provides higher energy efficiency than
the benchmark schemes over all SNR region. Typically, each
proposed IRS-(4,6), IRS-(4,10) enhances the energy efficiency
by up to 28%, 125%, 207%, 2788% and 29%, 95%, 285%,
3621% compared to SDR-based IRS, RL-based IRS, DF-
relaying (cooperative), and AF-relaying (optimal) schemes, re-
spectively. The proposed control’s energy efficiency increases
as the number of IRS elements increases.

E. Discrete Phase Shift and Imperfect CSI

In this subsection, we evaluate the impact of the discrete
phase shift and imperfect CSI on the performance of the
proposed algorithm in the sum-rate maximization problem.
First, to investigate the effects of discrete value of phase shift,
it is practical to consider that 6; ,,, can take a discrete value

. A -
in the set C = 0,27”,...7M
denoted as the number of bits used to uniformly quantize the
continuous phase shift in [0, 27). The quantized solution ; ,,

is then obtained as

}, where 7 = 20, and b is

Oim = arglénig \eje —¢r ., Yme{1,...,M;},Vie L (72)
c ,

by mapping the obtained solution qbf’m to the nearest value
in set C. For the discrete case of the IRS-based system, we
considered 3-bit phase shifters, which is known to be an
efficient number of bits providing less performance degrada-
tion with fewer bits [50], [51]. As shown in Fig. 6, when
the quantized discrete control is applied, the maximum loss
of performance gain for two cases (a) and (b) are 33%,
29%, respectively. However, the performance gap between the
proposed continuous control and the discrete approximation
based controls becomes smaller, as the SNR decreases or
the number of IRS element increases. In low SNR region,
the discrete phase approximation can achieve near-optimal
performance.

Next, we investigate the effects of the imperfect CSI in
our proposed IRS-based performance. Following [52], the
estimated channel for e; , is modeled as &; , = v'1 — de; 1, +
Ve, where § € [0,1] is the level of reliability of
the estimation, Ae; ~ CN(0,0%, I) is the estimation
error, with azA ek is the error variance of channel estimation.
Similarly, the estimated channel for f, ; are also modeled
as f,m‘ =V1=0f; + \/gAf,m. As shown in Figs. 6(a),
and (b), the performance gap between the proposed control
and imperfect CSI based control becomes smaller with lower
value of 4, i.e., maximally 4.3% and 17.3% degradation for
0 = 0.1 and 6 = 0.5, respectively. The same observation holds
for the discrete phase approximation of the proposed control,
i.e., maximally, 4% and 17.2% degradation for 6 = 0.1 and
0 = 0.5, respectively.
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Fig. 6. The effects of imperfect CSI and discrete phase shift with K = 3:
(a) IRS-(4,6) and relay-(4,6); (b) IRS-(4,10) and relay-(4,6).

V. CONCLUSIONS

In this paper, we proposed optimal distributed IRS controls
for a multi-hop interference channel. We first identified the
achievable rate region of two-hop coordinated IRS relaying
network using the proposed SCA approach. Then, we found
maximum sum-rate using the proposed AO and ADMM based
distributed IRS control, and proved its convergence and op-
timality. Finally, we demonstrated that the proposed controls
provide higher performance than SDR-, random-phase-, DRL-
based IRS controls and AF-, DF-, IN-based relaying controls,
in terms of achievable rate region, achievable sum-rate, and
energy efficiency. We also confirmed that the discrete phase
approximation of the proposed control provides near-optimal



performance with fewer bits, and the proposed control is robust
under imperfect CSI condition. The proposed controls can be
efficiently applied to large-scale multi-pair multihop device-
to-device (D2D) and machine-type device communications in
interference-limited or low-powered dense networks of 5G
and 6G environments. In future studies, we will investigate
distributed hybrid models that exploit various multi-antenna
relaying schemes and the proposed IRS control opportunisti-
cally or jointly under practical channel conditions in various
multi-hop environments.

APPENDIX A
PROOF OF PROPOSITION 1

Proof. (a) The desired signal power, i.e., E[|ys x|?], is decom-
posed as follows:

PS,k - (I’ i€i kSk

E[lys,k|*]

L L H
=prE (Z fg,iq)iei,ksk> (Z fg,iq’ieuksk)

i=1 i=1

"
<Zf,“<1> 61k> [sksy] <Zf;”¢' €Zk>
. H
= pitr (Z f{,iq)iei,k> <Z f%,ﬂ’i%,k)
i=1 i=1

T

L * L
@ Dk <Vec <Z fﬁfh&',k) ) Vec (Z fﬁiéiei’k>
i=1

i=1

L H o
= pk (Z Vec (fii@&,k)) Vec (ff,i‘ﬁiei,k)
i=1 i=1
) L b
= Pk Z (diag(®,))" (eZk: * .fg,i) Z (eg:k * fﬁi)
i=1 i=1
x diag(®;)
L a &
=) b7 (elx Fra)” D (el Fra)es
i=1 i=1
(¢ Skep)
T
where ¢, = diag(®:)', ¢ = {df,...,di] ar =
T, T v, e 1" H
[(elk*_fk’l),...,(eL’k *ka)} ,and S, = agail.
In the above decomposition, (1) is due to the
fact that s ~ CN(0,1),Vk are independent
from each other; (2) is obtained by applying
T
Tr(AB) = (Vec(BT)) Vec(A); and (3) is obtained

by applying Vec(ABC) = (CT * A) diag(B) [53].

ldiag(A) =
n X n matrix A.

[@11, ey ann]T, where a;; are the diagonal entries of an

(b) Similarly, by applying the same identities as in (a), the
interference signal power is decomposed as follows:
2

Pry = Zf;“‘I’ Esz Sk

i=1

Ellyril’]

= ¢" K9,

_ _I\T — - \T
where Bj, = [(EMPE) < Lo (BLaPi) f{yL} ,
and K;, = Bi By. In the above decomposition, (1) is due
to the fact that 85, = [s1, ..., 5k_1, Sk+1, ..., SK] |, Where 55, ~
CN(0,1),Vk are independent from each other. This completes
the proof of Proposition 1. O

APPENDIX B
PROOF OF STRONG CONCAVITY OF L,(¢'*1, ¢, A")

Proof. For the sake of simplicity, let @ 2 1, X 2 AL
We prove that for the given @, A, the function g(¢) 2
—L,(®,¢,A) is strongly convex. Indeed, we have

9(¢) = ¢ A —Re{a ¢} + 17(@) — Re{A" ( — ¢)}
+ 2o - ol
= ¢H;1¢ — Re{quS} +c,
(73)

where A 2 A+ft1a 2 a— pp+ A, and ¢ 2 Lpfo +

tr(p) — Re{j\HQD}. For 1,02 € CEMixl 4y 4y

[0,1],41 + v2 = 1, we have

9N b1 +V22) = (V11 +V22)" A(v101 + Y202)
—Re{a"” (vip1 +v2p2)} + c

p
<79(m) +7129(72) = 5M172( 1 — a3
(74)



The last inequality holds because of using A = A + 21, and
based on the fact that A is positive semidefinite, we obtain
the following:

H17 APy + p2 AP — 91 A — P2 Ay

= (@1~ ¢2) Ald1 — ¢2) + Elig1 — @} (75)
> s — pal3.
The inequality in (74) implies that
91 +7202) < 119(M1) +V29(72) 6

)
- 5’)’1’)’2||¢1 — ¢2|13,

which means that g(¢) is strongly convex, or equivalently, the
function £,(¢**t, ¢, A") is strongly concave. This completes
the proof. [
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